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Abstract
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Autonomous systems often fuse data from multiple sensors and sensing modalities to improve robustness when

operating in adverse conditions. Correct sensor fusion requires knowledge of the transformations between the

sensor reference frames as well as the temporal offsets between the sensor measurement times. Due to mod-

ifications and wear-and-tear, estimates of these parameters may become inaccurate over time, and end-users

of autonomous systems in turn require processes to estimate these parameters. The process of estimating the

spatial transformation is known as extrinsic calibration, while the process of estimating the temporal offset is

known as temporal calibration. Jointly estimating both sets of parameters is known as spatiotemporal calibra-

tion. Many state-of-the-art calibration methods require specialized targets and rough initial guesses for the

parameters of interest. These requirements limit potential sensor configurations and calibration venues (e.g.,

the environment must contain a target and all sensors must view that singular target). In this thesis, we seek to

lift these restrictions and streamline the calibration process for end-users. Initially, we explore a method to elim-

inate specialized targets in spatiotemporal calibration where one sensor is a radar. We then develop a targetless

extrinsic calibration method for pairs of radars. Additionally, we apply recent results from convex optimization

to two classic calibration problems, the hand-eye calibration problem and the hand-eye-robot-world calibra-

tion problem, yielding solutions for the optimal calibration parameters (for a dataset) without prior knowledge.

Through simulation studies and real-world experiments, we demonstrate that our methods achieve estimation

accuracy similar to or better than other calibration methods that require initialization or specialized targets.
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Notation
a : Symbols in this font are real scalars.
a : Symbols in this font are real column vectors.

ȧ, ä,a(i) : the first, second and ith time-derivative of a.
A : Symbols in this font are real matrices.

A(i,j) : The ith row and the jth column of the matrix A.
A(i:j,k:l) : A submatrix of A that contains the entries from the [i, j] rows and [k, l] columns.

A(i,:) : The ith row of the matrixA.
A(:,j) : The jth column of the matrix A.

N (µ,R) : Normally distributed with mean µ and covariance R.
Lang(A, κ) : Langevin distributed with mode A and concentration parameter κ.

F−→a : A reference frame in three dimensions.
⊗ : The kronecker product.
× : The cross product.

(·)∧ : This operator acts on r ∈ R3 to produce a skew-symmetric matrix such that r∧s is equiv-
alent to the cross product r× s.

(·)∨ : The inverse operation of (·)∧.
In : The n by n identity matrix.
0 : The zero matrix.

pba
a : The Vector from a to b expressed in F−→a.

Rab : The rotation matrix that rotates vectors from F−→b to F−→a.
Tab : The 4 by 4 transformation matrix that transforms homogeneous points from F−→b to F−→a.
ωba

a : The rotational velocity of frame F−→b relative to F−→a, expressed in F−→a.
∇x : The operator that returns the gradient with respect to x.

exp(·) : The operator that maps the Lie Algebra to the Lie Group.
log(·) : The inverse operator of exp(·).
vec (·) : The function that unwraps matrix in column-major order

cyclic (s) : The space of cyclic permutations of the set s.
tr (·) : The operator that sums the diagonal of a matrix.

blkdiag (·) : The operator that constructs a block diagonal matrix.
Sn : The unit n-sphere, which is {x ∈ Rn+1 | ∥x∥2 = 1}.
Sn : The space of n× n real symmetric matrices.

SO(3) : The special orthogonal group, which we use to represent rotations.
SE(3) : The special euclidean group, which we use to represent poses.
A ⪰ 0 : The curled inequality and the strict equivalent≻ indicate that the matrix is either positive

semidefinite or definite, respectively.
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Chapter 1

Introduction

Successful, widespread deployment of autonomous vehicles (AVs) depends on their ability to operate safely un-
der a range of challenging environmental conditions. Poor operating conditions can corrupt the measurements
of an AV and may mask crucial elements of a given scene, such as pedestrians walking front of a vehicle. To en-
sure sufficient redundancy, most AV perception systems fuse data from multiple sensors and sensing modalities
and are therefore more complex than solutions that rely on an individual sensor. Such sensor fusion requires
knowledge not only of the spatial transformations among sensor reference frames but also of the temporal offsets
among their times. While manufacturers can measure the spatial transformations and minimize the temporal
offsets through careful engineering, these parameters may change over time due to end-user modification or
wear and tear.

Since returning robots to the factory for adjustments is both expensive and time-consuming, end-users re-
quire sensor calibration techniques that can be carried out both online and in the field. The process of determin-
ing the spatial transformation between two sensor reference frames is typically referred to as extrinsic calibration.
While multiple sensors are observing a scene, if inaccurate spatial transformations are applied to express the
data in one common reference frame, then portions of the scene will appear spatially shifted in different sensor
datastreams. In addition to extrinsic calibration, users require a process to temporally align sensor datastreams,
which is usually known as temporal calibration. Even when the sensors are externally timed and triggered, inter-
nal signal processing delays may result in shifted measurement timestamps. For some systems, power cycling
or reconfiguring the sensors can also change these time offsets. When in motion, incorrect temporal offsets
may lead to spatial shifts across sensor datastreams, as is the case with inaccurate spatial transformations. Fi-
nally, spatiotemporal calibration is the process of estimating the spatial transformation(s) and temporal offset(s)
together.

Because sensor calibration is essential to robot autonomy, problems related to it have been studied exten-
sively. Many methods to address it, however, have a variety of environmental or system requirements that
restrict viable calibration scenarios. For example, most rely on the alignment of observed, identifiable features
across sensor pairs, which requires the sensors to have overlapping fields of view and for the environment to
contain specialized targets, thereby limiting potential sensor configurations and calibration venues. Further,
most calibration processes find a set of parameters that minimize erroneous spatial shifts when expressing sen-
sor data in different reference frames. However, a calibration process may return a local minimum. To avoid
local minima, these processes require a skilled human operator to provide initial estimates of the spatial trans-
formations and temporal offsets, which must be close to the ground truth values. Consequently, autonomous
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2 Chapter 1. Introduction

systems are often unable to perform calibration in-situ and end-users must transport their robot to a central
location for maintenance.

In this thesis, we improve upon the state of the art in robotic calibration by removing configuration re-
strictions, relaxing calibration venue requirements, and developing calibration processes that do not require
human-aided initialization. We focus a portion of our work on calibration involving mm-wavelength radar sen-
sors, which are useful for a variety of robotics applications. Additionally, we develop methods to solve two
classic calibration problems with no initialization requirements. Below, we present a brief overview of the cal-
ibration literature related to the research presented in this thesis, summarize the thesis structure, and discuss
our novel contributions.

1.1 Radar Calibration

Radar sensors operate by actively emitting electromagnetic radiation and measuring its reflection from surfaces
in the environment. These sensors are relatively immune to the adverse conditions that negatively affect more
commonly used sensors, such as cameras. Further, radar sensors provide information that cameras cannot, in-
cluding range-rate measurements to targets in the environment. However, radar data are much lower resolution
and have significantly more noise, than visual measurements under nominal conditions. Additionally, many
radars have narrow fields of view, so multiple radars are often required for complete coverage of the surround-
ing environment. Together, radars and cameras are highly complementary, providing situational awareness
under nominal and visually degraded conditions. Consequently, the calibration of radar-camera and radar pairs
is an important area of research.

Generally, calibration algorithms for radar-camera and radar pairs estimate calibration parameters by min-
imizing the misalignment between mutually observed targets or landmarks in the surrounding environment.
Reprojection-based methods assume that the radar measures point-like reflections from objects. As shown in
Richards et al. [2010], a radar measurement (of the reflected electromagnetic pulse) is a complex function of the
shape, relative orientation, size, and composition of an object. As a result, the measurements are not in general
point-like and issues such as ghosting (due to multipath reflections) can complicate the use of their data. To
avoid such problems, we use specialized trihedral retroreflective targets (see Figure 1.1) to ensure point-like
radar returns. Often, the specialized targets also have a visual fiducial, which simplifies the radar-camera mea-
surement correspondence problem. The use of targets, however, means that calibration must be carried out in
specialized areas or with infrastructure that is not usually available during regular AV operation. Further, the
sensor pairs must share overlapping fields of view, which may not be possible for all system configurations.

To eliminate the target requirement and the need for cross-modal data association, a subset of radar calibra-
tion algorithms rely on the range-rate measurements of the radar. In radar data, the range-rate measurement
is the radial velocity of a target relative to the reference frame of the radar. Using the rigid-body kinematic
equations, Kellner et al. [2013] and Doer and Trommer [2020b] relate the range-rate measurements with data
from another sensor, which enables targetless calibration of the sensor pair. We use this approach to develop
extrinsic and spatiotemporal calibration algorithms for radar-camera and radar pairs. Further, we prove that the
radar-camera and radar-radar systems are observable, which is a necessary property for reliable calibration.
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Figure 1.1: A radar trihedral corner reflector. The corner formed by the three metal panels ensures a strong radar reflection
that is readily detected. This target simplifies radar and cross-modal data association.

1.2 Convex Relaxations and Certifiable Calibration

To estimate the calibration parameters of a robotic system, many calibration algorithms combine the data and
then solve a nonlinear, nonconvex optimization problem. Given a set of data, the solvers return the ‘best’ param-
eters that are typically close to a user-provided initial guess. In some cases, we can develop heuristic initialization
schemes to provide a reasonable initial guess for some or all of the parameter values. If initialization fails (i.e.,
the initial estimates are poor), then the estimated parameters can be a local minima and deviate from reality.
Ideally, to enable complete autonomy, systems must be able to calibrate without human intervention. Conse-
quently, one area of research is certifiable calibration or algorithms that can determine or certify if the estimated
parameters are the global minimum for a given dataset.

To enable certifiable calibration, we leverage semidefinite program (SDP) relaxations, in which we relax
nonconvex calibration problems into convex optimization problems. For convex optimization problems, any
local minimum is the global minimum, so we always find the ‘best’ solution and do not require an accurate initial
guess. In some cases, the global minimum of the convex relaxation is also the global minimum of the nonconvex
calibration problem. Consequently, we can determine the solution to some nonconvex calibration problems
by solving the convex relaxation, which does not require accurate initialization. Convex SDP relaxations have
become a popular solution method for a number of geometric estimation problems including rotation averaging
(e.g., Yang et al. [2021]), SLAM (e.g., Rosen et al. [2019], Briales and Gonzalez-Jimenez [2017a]), registration (e.g.,
Briales and Gonzalez-Jimenez [2017b]), relative pose estimation (e.g., Briales et al. [2018]), and calibration (e.g.,
Heller et al. [2014], Giamou et al. [2019], Wodtko et al. [2021], Horn et al. [2023]). In this thesis, we develop
certifiable calibration methods for monocular cameras mounted on mobile robots.

1.3 Thesis Structure and Contributions

The thesis is structured as follows. Chapters 2 to 4 review the mathematical machinery required to understand
the remaining chapters. In particular, Chapter 2 reviews key mathematical concepts and Chapter 3 presents
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several ways to formulate and solve various calibration problems. In Chapter 4, we define observability and
identifiability.

In Chapters 5 and 6, we present two approaches for calibrating sensor pairs where at least one sensor is a
radar. Chapter 5 presents a spatiotemporal calibration method for 3D mm-wavelength radar-camera pairs and
is based on the two publications: Wise et al. [2021] and Wise et al. [2023]. Chapter 6 discusses an extrinsic
calibration method for pairs of 2D mm-wavelength radars and is based on the publication Cheng et al. [2023].

In Chapters 7 and 8, we present certifiable methods for two calibration problems. Chapter 7 presents a
certifiably optimal approach for the extrinsic calibration of a monocular camera mounted on a mobile robot
and is based on Wise et al. [2020]. Chapter 8 presents a certifiably optimal approach for extrinsic calibration of
many monocular cameras mounted on a mobile robot or fixed in an environment. The calibration approach in
Chapter 7 requires camera motion, which is not possible in fixed camera calibration. Consequently, the many-
camera calibration method subsumes the single-camera method. This work is not yet submitted for publication.

Finally, Chapter 9 summarizes the contributions of this thesis and discusses several potential future research
directions.



Chapter 2

Foundations

In this chapter, we review concepts and definitions relevant to the findings in this thesis. Section 2.1 discusses
some mathematical preliminaries, while Section 2.2 defines a number of important probability distributions. In
Section 2.3, we provide a short taxonomy of types of calibration problems. Section 2.4 describes calibration
methods based on homography, reprojection, and motion. Finally, in Section 2.5 we consider several abstracted
sensor models for motion-based calibration, which summarize raw measurements into a representation that is
suitable for specific calibration tasks.

2.1 Mathematical Preliminaries

Several operators and geometrical concepts are required for this study, including coordinate frames, rigid-body
transformations, and a B-spline trajectory representation.

2.1.1 Operator Definitions

We use a number of operators to simplify expressions in the chapters that follow. The wedge operator (·)∧ is
defined as xy

z


∧

=

 0 −z y

z 0 −x
−y x 0

 , (2.1)

such that the cross product of two vectors can be expressed by

a× b = a∧b. (2.2)

The vee operator (·)∨ is defined as the inverse of the wedge operator,

 0 −z y

z 0 −x
−y x 0


∨

=

xy
z

 . (2.3)

5



6 Chapter 2. Foundations

Let the ‘circle times’ operatorA⊗B define the Kronecker product of the matricesA andB. IfA andB are
p by m and q by n, respectively, then

A⊗B =


a11B · · · a1mB
...

. . .
...

ap1B · · · apmB

 . (2.4)

One particularly useful Kronecker product identity is

vec (AXB) = (B⊺ ⊗A) vec (X) . (2.5)

We use ⊕ to represent the Kronecker sum

A⊕B = A⊗ I+ I⊗B, (2.6)

where A⊕B ∈ Rpq×mn.

2.1.2 Translations, Rotations, and Rigid-Body Transformations

Let F−→a and F−→b be two d-dimensional reference frames, where d = 2 or 3. Following the notation in Barfoot
[2024], we denote the translation vector from F−→a to F−→b, expressed in F−→a, as tbaa ∈ Rd. Figure 2.1 shows a
diagram of the translation from F−→a to F−→b, where F−→a is stationary and F−→b is attached to a vehicle. If F−→b and
F−→a are rotated relative one another, then the corresponding rotation matrix from F−→b to F−→a is Rab.

Rotation matrices are elements of the special orthogonal group:

SO(d) : Rab ∈ Rd×d, (2.7)

Rab
⊺Rab = RabRab

⊺ = Id×d, (2.8)

det(Rab) = 1. (2.9)

x

y

z

x

y

z

tbaa

p

tpaa
tpbb

F−→a
F−→b

Figure 2.1: Illustration of the relationship between two 3D coordinate framesF−→a andF−→b, whereF−→b is attached to a vehicle.
The translation and rotation between the frames are tbaa and Rab, respectively. Further, the translation vectors to point p
from the origin of F−→a and F−→b are tpaa and tpbb , respectively.
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When d = 3, the constraint det(Rab) = 1 can be replaced by

Rab,(:,i) ×Rab,(:,j) = Rab,(:,k), i, j, k ∈ cyclic(1, 2, 3). (2.10)

Elements of SO(d) satisfy the group axioms,

Closure: R1R2 ∈ SO(d) ∀ R1,R2 ∈ SO(d),

Associativity: R1 (R2R3) = (R1R2)R3 ∀ R1,R2,R3 ∈ SO(d),

Identity: RI = IR ∀ R ∈ SO(d),

Invertibility: R−1 ∈ SO(d) ∀ R ∈ SO(d).

Notably, these group operations are smooth, and so the special orthogonal group SO(d) is a Lie group.

When elements of SO(d) are expressed as matrices, the constraints on the matrix entires can complicate
certain optimization problems. Thus, we will sometimes use non-unique lower-dimensional representations of
rotations. In this thesis, our models contain elements of SO(3) or SO(2), so we begin by defining a lower-
dimensional representation of SO(3). Since all Lie groups have an associated Lie algebra, we can parameterize
elements of SO(3) close to the identity element through the Lie algebra of the group,

so(3) = ϕa∧, (2.11)

where ϕ ∈ R and a ∈ S2. From Barfoot [2024], the mapping exp : so(3)→ SO(3) is defined by

R = exp
(
ϕa∧

)
= cosϕ I+ (1− cosϕ)aa⊺ + sinϕa∧. (2.12)

The vector space representation of (small) rotations as ϕa is also known as the angle-axis representation. When
two coordinate frames are constrained to lie in the same plane of rotation (i.e., they share one common axis),
the 2D rotation between the frames is an element of SO(2). We can parameterize SO(2) using its Lie algebra,

so(2) = ϕ

[
0 −1
1 0

]
. (2.13)

The mapping exp : so(2)→ SO(2) is

exp (ϕ∧) =

[
cosϕ − sinϕ

sinϕ cosϕ

]
. (2.14)

The inverse mapping from SO(2)→ so(2) is trivial, but the inverse (logarithmic) map log : SO(3)→ so(3) is
not as straightforward. Using the method in Barfoot [2024], we start by determining the axis of rotation. Since
Ra = a, the axis of rotation is the unit eigenvector ofRwith an eigenvalue of 1. Enforcing the convention that
| ϕ |< π, the angle for a given rotation matrix is

ϕ = cos−1

(
tr (R)− 1

2

)
. (2.15)

For brevity, we use ϕ∧ to represent elements of so(3).

When the transcendental functions in the mapping from so(3) to SO(3) complicate mathematical analyses,
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we leverage the unit quaternion parameterization. A unit quaternion is a hypercomplex number,

qab = q0 + q1i+ q2j + q3k (2.16)

for which i2 = j2 = k2 = ijk = −1 and q20 + q21 + q22 + q23 = 1. Similar to Solà et al. [2021], we use the ‘vector’
representation of the unit quaternion,

S3 : qab ∈ R4, (2.17)

qab
⊺qab = 1. (2.18)

Specifically, we split the unit quaternion into real, q0, and complex, qv
⊺ =

[
q1 q2 q3

]⊺
components, where

qab
⊺ =

[
q0 qv

⊺
]⊺
. (2.19)

While we do not make use of it, it is interesting to note that the group S3 is also a Lie group: readers looking
for more information should consult Solà [2017] or Solà et al. [2021]. The mapping S3 → SO(3) is

R (qab) =
(
2q20 − 1

)
I3 + 2qvqv

⊺ + 2q0qv
∧. (2.20)

Notably, the manifold of unit quaternions doubly covers the manifold of rotation matrices (i.e.,R(q) = R(−q)),
but the antipodal solutions do not affect our mathematical analyses.

Finally, we construct the rigid-body transformation Tab from rotation and translation components,

Tab =

[
Rab tbaa

0 1

]
. (2.21)

2.1.3 Rotation Jacobians

In Chapter 5, solving the spatiotemporal radar-camera calibration problem requires the Jacobians of various
functions with respect to rotation parameters. This subsection explores two approaches for determining the
Jacobian of a (rotated) vector with respect to the rotation matrix itself, namely

∂Rp

∂ϕ
, (2.22)

where R = exp
(
ϕ∧) ∈ SO(3) and p ∈ R3. In the first approach, the Jacobian is evaluated with respect to a

non-unique lower dimensional parameterization. As shown in Barfoot [2024], when we parameterize a rotation
using so(3), the Jacobian of a rotated vector with respect to the Lie algebra is

∂Rp

∂ϕ
= −(Rp)

∧
Jl, (2.23)

where Jl is the left Jacobian of R,

Jl =
sinϕ

ϕ
I+

(
1− sinϕ

ϕ

)
aa⊺ +

1− cosϕ

ϕ
a∧. (2.24)
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We can also define the right Jacobian of R,

Jr =
sinϕ

ϕ
I+

(
1− sinϕ

ϕ

)
aa⊺ − 1− cosϕ

ϕ
a∧. (2.25)

From Solà [2017], when we parameterize SO(3) with unit quaternions, the Jacobian of a (rotated) vector with
respect to the unit quaternion is

∂R(q)p

∂q
=
[
(4q0I3 + 2qv

∧)p 2((qv
⊺p)I3 + qvp

⊺ − q0p
∧)
]
. (2.26)

Equations (2.23) and (2.26) are used in our analyses of systems in Chapter 5.
For the optimization of problems described in Chapter 5, we compute the Jacobian of a rotation matrix with

respect to a perturbation in the Lie algebra. For a nominal rotation, ϕ, and Lie algebra perturbation, ψ, the
perturbation can be applied in three different ways,

exp
(
ψ∧) exp (ϕ∧) (left perturbed),

exp
(
(ϕ+ψ)

∧) (middle perturbed),

exp
(
ϕ∧) exp (ψ∧) (right perturbed).

While this method extends to quaternions, we do not make use of the quaternion perturbation approach. Follow-
ing the convention in Barfoot [2024], we choose to compute the derivatives with respect to the left perturbation,

∂ exp
(
ψ∧)Rp

∂ψ
= −(Rp)

∧
. (2.27)

Equation (2.27) does not require the left Jacobian, Jl, which simplifies our optimization routines. Conveniently,
the perturbation scheme extends to the directional derivatives of functions involving rotation matrices, so this
perturbation approach is used in many optimization problems.

2.1.4 Rotational Kinematics

Radar calibration methods that leverage range-rate information require a kinematic model of SO(3). The time
derivative of a rotation matrix is

Ṙab = Rabω
ba
b

∧
= −ωab

a

∧
Rab, (2.28)

where ωba
b is the rotational velocity of F−→b relative to F−→a expressed in F−→b. The relationship between the

rotational velocity and the time derivative of the Lie algebra is

ωab
a = −Jabϕ̇ab, (2.29)

where Jab is the left Jacobian ofRab. Finally, using the definitions in Solà [2017], the time derivative of the unit
quaternion qab is

q̇ab =
1

2
Ξ(qab)ω

ba
b =

1

2
Ω(ωba

b )qab, (2.30)

Ω(ωba
b ) =

[
0 −ωba

b

⊺

ωba
b −ωba

b

∧

]
, (2.31)
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Ξ(qab) =

[
−qv

⊺

q0I3 + qv
∧

]
. (2.32)

2.1.5 B-Splines for Continuous-Time Trajectories

In Chapter 5, we query the rigid-body pose of a sensor platform at arbitrary points in time. To enable this, we
parameterize the time-varying trajectory of the platform using the B-spline representation from Sommer et al.
[2020]. We briefly review B-splines below and refer the reader to Sommer et al. [2020], de Boor [1978], and Qin
[1998] for additional details.

A B-spline of order k is a function of one continuous parameter (e.g., time) and a finite set of control points;
for brevity, we restrict this example here to control points {p0, . . . ,pN | pi ∈ Rd}. In a uniformly-spaced B-
spline, each control point is assigned a time (or knot) ti = t0 + i∆t, where t0 marks the beginning of the spline
and ∆t is the time between knots. Evaluating a kth order B-spline at time t, where ti ≤ t < ti+1, requires the
set of k control points over the knot sequence ti, . . . , ti+k−1. As a result, the end point of a B-spline of length
N and order k is at time tN−k+1. An example of an R3 B-spline of order 4 is shown in Figure 2.2.

The first step in computing the value of a kth order B-spline at time t is to convert t to the normalized time
u = t−ti

ti+1−ti
. Given u, the value of the kth order B-spline is defined as

p(u) =
[
pi di

1 . . . di
k−1

]
M̃ku, (2.33)

where uT = [1 u u2 . . . uk−1] and di
j = pi+j − pi+j−1. The elements of the k × k mixing matrix, M̃k , are

Figure 2.2: A segment of an estimated rwr
r (position) B-spline, where F−→r and F−→w are radar and stationary world reference

frames, respectively. This particular B-spline was estimated from radar and camera data collected using the handheld rig in
Section 5.6.2. The purple diamond is the position of the rig 6.3 s from the start of the trajectory. The active control points at
6.3 s are shown in orange. As the rig continues along the trajectory, the active nodes change.
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defined by

M̃
(a,n)

k =

k−1∑
s=a

m
(s,n)
k , (2.34)

m
(s,n)
k =

Cn
k−1

(k − 1)!

k−1∑
l=s

(−1)l−sCl−s
k (k − 1− l)k−1−n

a, s, n ∈ {0, . . . , k − 1},
(2.35)

where the scalar Ci
j =

j!
i!(j−i)! . Substituting λ(u) = M̃ku into Equation (2.33) results in

p(u) = pi +

k−1∑
j=1

λj(u)d
i
j . (2.36)

Equation (2.36) describes the smooth translation of a rigid body in continuous time (see Figure 2.2 for an exam-
ple). While the development above focuses on vector space splines, B-splines can also be defined on Lie groups,
including the group SO(3) of rotations,

R(u) = Ri

k−1∏
j=1

exp
(
λj(u)ϕ

i
j

∧)
, (2.37)

where Ri is a control point of the rotation spline and ϕi
j = log(Ri+j−1

⊺Ri+j). Using this formulation of the
rotation B-spline, the recursive definition of the rotational velocity is

ω(j)(u) = exp
(
−λj−1(u)ϕ

i
j−1

∧)
ω(j−1) + λ̇j−1(u)ϕ

i
j−1, (2.38)

ω(1)(u) = 0, (2.39)

where ω(k) is the rotational velocity defined by the SO(3) B-spline of order k. Further, the time derivative Ṙ is
given by Ṙ(u) = R(u)ω(k)(u)

∧. Finally, the recursive definition of the rotational acceleration is

ω̇(j)(u) = λ̇j−1(u)ω(j)
∧ϕi

j−1 + exp
(
−λj−1(u)ϕ

i
j−1

∧)
ω̇(j−1) + λ̈j−1(u)ϕ

i
j−1, (2.40)

ω̇(1)(u) = 0, (2.41)

where ω̇(k) is the rotational acceleration of the rotation matrix defined by a SO(3) B-spline of order k.

Since the control points of the SO(3) B-spline are elements of SO(3), we must use the perturbation approach
from Section 2.1.3 to compute Jacobians with respect to the control points. Following our left-perturbation
framework, the perturbed control point differences ϕi

j and ϕ
i
j+1 are

ϕi
j = log

(
exp

(
ϕi

j

∧)
exp

((
Ri+j

⊺ψi+j

)∧))∨
, (2.42)

ϕi
j+1 = log

(
exp

(
ϕi

j+1

∧)
exp

(
−
(
Ri+j+1

⊺ψi+j

)∧))∨
, (2.43)

respectively. Since the magnitude of ψi+j is small, we can use an approximation of the Baker-Campbell-
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Hausdorff formula to simplify Equations (2.42) and (2.43). More specifically, we can use

log
(
exp

(
ϕ∧) exp (η (ψ)∧))∨ ≈ ϕ+ J−1

r (ϕ)η(ψ) (2.44)

where
J−1
r (ϕ) =

ϕ

2
cot

ϕ

2
I+

(
1− ϕ

2
cot

ϕ

2

)
aa⊺ +

ϕ

2
a∧, (2.45)

and η : R3 → R3, and η(ψ) is small. The Jacobians of the control point differences ϕi
j and ϕ

i
j+1 with respect

to the control point perturbation, ψi+j , are

∂ϕi
j

∂ψi+j

= J−1
r (ϕi

j)Ri+j
⊺, (2.46)

∂ϕi
j+1

∂ψi+j

= − ∂ϕi
j+1

∂ψi+j+1

. (2.47)

Given ti ≤ t < ti+1 and the normalized time u, the Jacobians of the function f(Ri, . . . ,Ri+k−1, t)with respect
to the perturbations of the control points ψi and ψi+j are

∂f(Ri, . . . ,Ri+k−1, t)

∂ψi+j

=
∂f

∂ϕi
j

∂ϕi
j

∂ψi+j

+
∂f

∂ϕi
j+1

∂ϕi
j+1

∂ψi+j

∀ j > 0 (2.48)

∂f(Ri, . . . ,Ri+k−1, t)

∂ψi

=
∂f

∂ψi

+
∂f

∂ϕi
1

∂ϕi
1

∂ψi

. (2.49)

Consequently, to determine the Jacobian of a function with respect to the perturbations of the control points,
we only need to compute it with respect to the control point Ri and each control point difference ϕi

j . Finally,
we note that Equations (2.38) and (2.40) only depend onRi throughϕi

1, so the Jacobians of these quantities with
respect to ψi do not require ∂f

∂ψi
.

2.2 Probability Theory

All real-world sensor measurements are noisy. We model noise as a random variable that follows a known
probability distribution. A random vector n, drawn from a multivariate Gaussian distribution with mean µ and
covariance matrix Σ, is denoted by

n ∼ N (µ,Σ) . (2.50)

While our sensormeasurementmodels often include an additive, zero-meanGaussian noise term, n ∼ N (0,Σ),
which is useful for vector space measurements, rotation matrices are elements of SO(3) and therefore we cannot
model SO(3) measurement noise as an additive noise term. One probabilistic measurement model for SO(3) is

R ∼ exp (n∧) R̄, n ∼ N (0,Σ) , (2.51)

where R̄ is a noise-free, mean rotation and n is a noisy perturbation. In this case, we use the left rotation
perturbation. Significantly, both the middle and right perturbations are also valid.

Estimation problems that model measurement noise as Equation (2.51) cannot be relaxed into convex op-
timization problems. To enable convex relaxations, we represent uncertainty over SO(d) using the Langevin
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distribution
R ∼ Lang(R̄, κ), (2.52)

where Lang(A, κ) denotes the Langevin distribution with modeA and concentration parameter κ. The density
function for this distribution is

p
(
R; R̄, κ

)
=

1

c (κ)
exp

(
κ tr

(
R̄

⊺
R
))

, (2.53)

where c (κ) is a normalizing factor. To sample R, we perturb the mode R̄ with a rotation about a uniformly-
drawn axis a ∼ U

(
S2
)
with a magnitude drawn from a von Mises distribution θ ∼ vM (0, 2κ). In this case, the

mode of the von Mises distribution is 0. When the concentration parameter κ = 0, the von Mises distribution
becomes a uniform distribution on (−π, π]. As the concentration parameter κ approaches ∞, the von Mises
distribution converges to a zero-mean Gaussian distribution with covariance κ−1. We refer readers to Rosen
et al. [2019] for additional information on the Langevin distribution and some related identities.

2.3 Intrinsic, Extrinsic, and Temporal Calibration

Calibration parameters can be separated (roughly) into three classes: intrinsic, extrinsic, and temporal. We use
the set of estimated parameters to name or designate various calibration algorithms. However, an algorithm
may estimate parameters from multiple classes simultaneously. In these cases, the name of the algorithm is a
compound of the estimated parameter classes.

For a given sensormeasurementmodel, the intrinsic parameters define internal characteristics that vary from
sensor to sensor. Inaccurate intrinsic parameters cause discrepancies between themodel and raw data, degrading
the performance of downstream algorithms. The parameters may vary for many reasons, such as manufacturing
variance and operating temperature, so we require a process known as intrinsic calibration to determine these
parameters. For example, Szeliski [2022] summarizes various intrinsic camera calibration methods to determine
camera-intrinsic and lens-distortion parameters. Further, Petrov et al. [2021] presents an intrinsic calibration
scheme to estimate the complex coefficients of each antennawithin a radar unit. In Chapters 5 and 8, we calibrate
the camera-intrinsic parameters using the algorithm fromOth et al. [2013] and assume that the factory-estimated
radar-intrinsic parameters are sufficiently accurate.

When fusing data from multiple sensors, we require the rigid-body transformation (i.e., spatial parame-
ters) between each sensor coordinate frame in order to express the data in one (common) coordinate frame.
If we express the data from multiple sensors in a single coordinate frame and the spatial parameters are in-
accurate, then mutually observed features may appear spatially shifted, which biases downstream algorithms.
User modifications and wear and tear may also change the spatial parameters. Consequently, we apply extrinsic
calibration algorithms (i.e., relative to the sensors) to estimate the spatial parameters. Depending on the sen-
sor measurements, simultaneously estimating rotation and translation can be challenging, so some procedures
solve for the rotation and translation parameters separately (or only for the rotation parameters). Chapters 5
and 7 present extrinsic calibration methods for radar-camera, radar-radar, and camera-pose sensor pairs, while
Chapter 8 presents an extrinsic calibration method for systems with arbitrarily many cameras.

Most modern electronic sensors contain internal circuitry to preprocess raw sensor measurements into a
form that can be transmitted to a host (e.g., CPU). Preprocessing introduces some latency; in turn, if a sensor
includes an internal clock to timestamp each measurement, the assigned timestamp may not accurately reflect
the true time at which the measured event occurred. Further, if one sensor clock is not synchronized to other
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clocks (via, e.g., hardware triggering) then arbitrary transmission delays may also lead to inaccurate measure-
ment timestamps upon arrival at the host. In this case, we say that measurement timestamps are, relatively,
temporally offset. Since power cycling or reconfiguring a system may change the temporal offsets, we require
temporal calibration to estimate these values. Chapter 5 presents amethod to simultaneously estimate the spatial
and temporal calibration parameters of a radar-camera pair, in a process known as spatiotemporal calibration.

2.4 Homography, Reprojection, and Motion Models for Calibration

Calibration algorithms can also be classified (again, roughly) based on homography, reprojection, or motion,
depending on the model used to relate the sensor measurements. Homography-based methods estimate a linear
map between two 2D planes. Reprojection-based methods determine the calibration parameters by aligning
mutually observed ‘features,’ where a feature is an identifiable point in the environment (e.g., a checkerboard
corner). Motion-based methods estimate calibration parameters by relating the estimated motion of each sensor
using rigid-body kinematic constraints.

In homography-based algorithms, each sensor detects identifiable features that lie on a plane. For example,
Sugimoto et al. [2004] use this approach to calibrate the 2D radar-camera system (see Figure 2.3). Assuming that
each sensor produces a 2D measurement, qi and pi, of landmark li, two possible models areui

vi

1
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h21 h22 h23
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, (2.54)

ui
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rzi
1
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, (2.55)

where Ha and Hp are affine and projective (homography) matrices, respectively.
Critically, requiring the sensors to detect features on a plane requires the sensors to have overlapping fields

of view, which can restrict potential system configurations and calibration venues. Further details on the appli-
cations and limitations of homography-based calibration for radar-camera systems are given in Section 5.1.1.

Reprojection-based methods estimate calibration parameters by aligning mutually observed features that

2D Radar

y

z

x
Πr

lipi

y

z x
Camera

Πc

u

v

Image

qi

Ha,p

Figure 2.3: Illustration of the 2D radar-camera homography-based calibration. Given a landmark li, the matrices Ha and
Hp map the (homogeneous) coordinates of the point pi of landmark on the radar sensing plane, Πr , to the homogeneous
pixel coordinate, qi, of the landmark on the image plane, Πc.
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Figure 2.4: Illustration of a 2D radar-camera reprojection model. Given a landmark li, the matrix Tcr aligns the radar arc,
hi, and the camera ray, ri.

are detected and matched. As shown in Figure 2.4, reprojection-based methods determine the parameters that
minimize the distance between pairs of features, as measured in each sensor’s reference frame. Often, these
methods rely on specialized targets to enable easy feature detection and correspondence identification. For
calibration to be successful, the targets must be viewed from a number of locations relative to the sensors; this
can be achieved by moving a single target or by placing multiple targets at different locations. Further, sensor
platform motion may provide different views of a target, but achieving a sufficient diversity of views can be
challenging with underactuated systems (e.g., AVs). The details of reprojection-based models depend on the
specialized targets, sensing modalities, and system configurations involved. Overlapping fields of view are still
required. In Section 5.1.2, we provide more details on reprojection-based calibration for systems where one
sensor is a radar unit.

Unlike methods based on homography and reprojection, motion-based calibration leverages knowledge of
the pose or velocity of each sensor to determine the calibration parameters. In particular, measurements from
some sensors can be used to determine the pose or ego-velocity of the sensor itself relative to an inertial coordi-
nate frame. As shown in Figure 2.5, motion-based algorithms use rigid-body kinematic constraints to estimate,
for example, the relative pose between sensors. Importantly, these algorithms do not typically require overlap-
ping fields of view or specialized targets, enabling calibration in a wider range of environments. However, the
system must undergo sufficient excitation, which may be challenging for underactuated systems.

x y

z

x

y
z

World Frame

x

y

z
Pose Sensor b

Pose Sensor a

TabTwb

Twa

Figure 2.5: Illustration of motion-based calibration. Each sensor enables estimation the sensor pose relative to the world
frame F−→w . Given the poses from F−→w to the references frames of sensors a and b, F−→a and F−→b, respectively, the matrixTab

is the transform that best describes the rigid-body connection between the self-estimated poses of the sensors.
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2.5 Sensor Abstractions

Often, raw measurements from an intrinsically-calibrated sensor can be used to estimate the pose or velocity of
the sensor itself relative to an inertial frame. For example, the pose of stereo cameras can be found from raw
measurements of static visual features in the environment. Notably, although sensing modalities may differ,
the ‘derived’ measurements of pose or motion are the same. Calibration algorithms that leverage these derived
measurement models are applicable to a wider range of systems, because the algorithms do not rely on the
underlying sensing modalities specifically. In this thesis, we will call these types of derived measurement models
sensor abstractions. Below, we review three such abstractions: pose, scaled pose, and ego-velocity. In each case,
we label the sensor reference frame as F−→s and the stationary world frame as F−→w .

2.5.1 Pose Sensors

When raw sensor measurements enable estimation of the sensor pose relative to a stationary (inertial) reference
frame, we can define a pose sensor abstraction. Importantly, stereo cameras, lidars, and depth cameras all fall
into the category of pose sensors. Two possible pose sensor measurement models are

Tws =

[
Rwsexp (nr

∧) tsww + nt

0⊺ 1

]
, (2.56)

Tsw =

[
exp (nr

∧)Rsw tws
s + nt

0⊺ 1

]
, (2.57)

where nr ∼ N (0,Σr) and nt ∼ N (0,Σt).

Importantly, the assumption that the noise termsnr andnt are Gaussian-distributedmay not hold in practice
as they are approximations. The abstracted pose measurement is derived from raw sensor measurements that
are usually Gaussian-distributed, but the mapping may be nonlinear and hence the resulting noise terms may
be non-Gaussian. However, in these cases, we approximate the non-Gaussian noise by a Gaussian distribution.

2.5.2 Scaled Pose Sensors

When raw sensor measurements enable estimation of the sensor pose up to an unknown translational scale, we
can define a scaled pose sensor abstraction. As shown in Chiuso et al. [2002], monocular cameras are scaled pose
sensors, if (and only if) the camera observes the same features across time to ensure that the scale factor remains
consistent. Two possible scaled pose measurement models are

Tws =

[
Rws exp(nr) γtsww + nt

0⊺ 1

]
, (2.58)

Tsw =

[
exp(nr)Rsw γtws

s + nt

0⊺ 1

]
, (2.59)

where γ is the unknown scale factor, nr ∼ N (0,Σr) and nt ∼ N (0,Σt). As with pose sensors, the noise
distribution is an approximation of a non-Gaussian distribution.
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2.5.3 Ego-Velocity Sensors

If the raw measurements from a sensor enable estimation of its instantaneous velocity relative to an inertial
frame, we can define an ego-velocity sensor abstraction. Radars units are currently themost popular such sensors,
but some lidars can also be considered as ego-velocity sensors.

An ego-velocity measurement model may generally have one of three forms. Typically, its sensor model is

vsw
s (t) = Rws(t)

T ∂ tsww (t)

∂t
+ nv,

nv ∼ N (03×1,Σv) .

(2.60)

We may also model the ego-velocity measurement relative to the moving reference frame of the sensor instead
of the stationary world frame. This robocentric formulation is

vsw
s (t) = −ṫws

s (t)− ωsw
s (t)∧tws

s (t) + nv. (2.61)

Lastly, when fusing ego-velocity measurements with other data, we may wish to describe them relative to an-
other rigidly-connected sensor reference frame. Given a rigidly connected frame F−→a, the ego-velocity measure-
ment model for the sensor frame s is

vsw
s (t) = Ras

⊺
[
I3×3 −tsaa ∧

] [vaw
a (t)

ωaw
a (t)

]
+ nv, (2.62)

where Ras and tsaa are the rotation and translation (moment arm) between the two sensor coordinate frames.
In this case, it is important to consider the moment arm so as to properly account for the linear component of
the velocity that is induced by the rotational velocity of the system.

2.6 Summary

In this chapter, we reviewed the mathematical definitions and concepts important to formulating the calibration
problems addressed in this thesis. We discussed mathematical representations of translations, rotations, and
rigid-body transformations, and provided some of the associated Jacobians. Having reviewed mathematical
preliminaries, we then defined the probability distributions that are involved in the calibration problems in
Chapters 5 to 8. To position our work, we provided a brief taxonomy of calibration problems (intrinsic, extrinsic,
and temporal). We introduced motion-based calibration, which is the focus of this thesis, and compared this
method to homography- and reprojection-based calibration. Finally, we presented compact descriptions of three
sensor abstractions that enable our calibration algorithms to operate with a wide variety of systems.
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Optimization

Typically, calibration algorithms leverage batch optimization to determine the calibration values that ‘best’ ex-
plain the measurements. In the context of estimation, batch optimization involves the use of all available data to
estimate of the system parameters of interest. This approach is in contrast to (sequential) filtering, where new
data are processed as they arrive. The batch approach has some advantages over filtering, including, for exam-
ple, an ability to capture dependencies betweenmeasurements and parameters across time, but these advantages
come with a greater computational cost.

This chapter reviews batch nonlinear and convex optimization. Section 3.1 discusses the standard proba-
bilistic formulation of nonlinear least squares optimization. Section 3.2 details a method to solve certain batch
calibration problems through convex optimization.

3.1 Nonlinear Batch Estimation

Generally, we formulate calibration processes for autonomous systems as optimization problems. While the
exact form of an optimization problem is application-specific, this section presents, at a high level, a general
framework for structuring and solving batch optimization problems in robotics. In particular, we review a
general formulation of discrete, nonlinear batch optimization problems and the Gauss-Newton optimization
algorithm.

3.1.1 System Models and Error Distributions

In general, for the problems we consider, the motion and measurement models will be

x(ti) = f(x(ti−1),u(ti),w(ti)), (3.1)

y(ti) = h(x(ti),n(ti)), (3.2)

respectively, at time ti, where x(t) ∈ Rn is the system state vector, y(t) ∈ Rm is the measurement vector, and
u(t) ∈ Rp is the input or control vector. The functions f(·) and h(·) are usually nonlinear. The vectors w(tk)

and n(tk) are the process and measurement noise terms, respectively. While the noise vectors are not restricted
to any particular form, for simplicity, we model random noise as zero-mean and Gaussian-distributed, that is,
w(ti) ∼ N (0,Σf (ti)) and n(ti) ∼ N (0,Σy(ti)). Further, we may have a prior belief about the state, which

18
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we model as
x(t0) = x̌0 +w0, (3.3)

where x̌0 is our state prior and w0 ∼ N (0,Σ0). As we show below, the cost function of our optimization
problem is formed by the measurement, state prior, and motion error distributions. The error distributions at
time ti are

eu,i(x(ti−1),x(ti)) = f(x(ti−1),u(ti),w(ti))− x(ti), (3.4)

ey,i(x(ti)) = y(ti)− h(x(ti),n(ti)), (3.5)

ep(x(t0)) = x̌0 − x(t0) +w0. (3.6)

Given our Gaussian noise assumption, the error distributions become

eu,i(x(ti−1),x(ti)) = f(x(ti−1),u(ti), ti − ti−1)− x(ti) ∼ N (0,Σf (ti)) , (3.7)

ey,i(x(ti)) = y(ti)− h(x(ti)) ∼ N (0,Σy(ti)) , (3.8)

ep(x(t0)) = x̌0 − x(t0) ∼ N (0,Σ0) . (3.9)

3.1.2 Pose and Scaled Pose Sensor Models and Error Distributions

For both the pose- and scaled-pose-sensor abstractions, the derived measurement is an element of SE(3). We
split the derived measurement model into translation and rotation components. In general, derived translation
error distributions take the form of Equation (3.8), but modelling the derived rotation measurement is more
complicated. The rotation measurement model and error distribution take the form

Ry(ti) =exp (n∧)H(x(ti)), (3.10)

ey,i(x(ti)) =log(Ry(ti)H
⊺(x(ti)))

∨ ∼ N (0,Σy(ti)) , (3.11)

where Ry(ti) ∈ SO(3) is the measurement and n ∼ N (0,Σy(ti)). The function H(·) is a nonlinear function
that maps to SO(3). We model measurement noise using the left Lie algebraic perturbation scheme discussed in
Section 2.2. In optimization problems that leverage these rotation models and error distributions, x(ti) contains
elements of SO(3). Since SO(3) is not a vector space, we refer to x(ti) as the state set instead of the state vector.

3.1.3 Probabilistic Optimization Problems

Currently, our models only describe the state at a single instance of time, but batch optimization leverages a
sequence of measurements across time. To model a sequence of measurements, we formulate the optimization
problem using a discrete representation of the time-varying state vector or set. If we wish to estimate the state
from time t0 to tM−1, then we only require the state at the M measurement times. As a result, we can use a
discrete representation of the state vector, that is,

x⊺ =
[
x(t0)

⊺ · · · x(tM−1)
⊺
]
, (3.12)

or of the state set, that is
x =

{
x(t0),x(t1), . . . ,x(tM−1)

}
. (3.13)
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Here, the time ti+1 = ti +∆t and∆t is the time between measurements.
Using themeasurement, state prior, andmotion error distributions, we can formulate amaximum a posteriori

(MAP) optimization problem:
x∗ = argmax

x
p(x | u,y), (3.14)

where x is either Equation (3.12) or (3.13). Further, we have

y⊺ =
[
y(t0)

⊺ · · · y(tM−1)
⊺
]
, (3.15)

u⊺ =
[
u(t0)

⊺ · · · u(tM−1)
⊺
]
. (3.16)

Applying Bayes’ rule, the problem becomes finding x∗ such that

x∗ = argmax
x

p(y | x)p(x | u). (3.17)

Assuming all error are statistically independent, we can formulate the optimization problem as

x∗ = argmax
x

p(x(t0) | x̌0)

M−1∏
i=1

p(x(ti) | x(ti−1),u(ti))

M−1∏
i=0

p(y(ti) | x(ti)). (3.18)

After taking the negative log of the cost function, the problem becomes

x∗ = argmax
x

(
− ln p(x(t0) | x̌0)−

N∑
i=1

ln p(x(ti) | x(ti−1),u(ti))−
N∑
i=0

ln p(y(ti) | x(ti))
)
, (3.19)

Since the errors are zero-mean and Gaussian distributed, our MAP problem takes the following form.

Problem 1. Nonlinear MAP Optimization Problem

min
x

N∑
i=0

(Ju,i(x) + Jy,i(x)), (3.20)

where

Ju,i(x) =

 1
2ep(x)

⊺
Σ−1

0 ep(x), i = 0,

1
2eu,i(x)

⊺
Σf (ti)

−1
eu,i(x), i > 0,

(3.21)

Jy,i(x) =
1

2
ey,i(x)

⊺
Σy(ti)

−1
ey,i(x) ∀ i = 0, . . . N. (3.22)

Notably, when we do not have a prior, the MAP problem reduces to a maximum likelihood estimation (MLE)
problem.

Problem 2. Nonlinear MLE Problem

min
x

N∑
i=0

Jy,i(x) +

N∑
i=1

Ju,i(x), (3.23)
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where

Ju,i(x) =
1

2
eu,i(x)

⊺
Σf (ti)

−1
eu,i(x), (3.24)

Jy,i(x) =
1

2
ey,i(x)

⊺
Σy(ti)

−1
ey,i(x). (3.25)

3.1.4 Least-Squares Batch Optimization

There are many possible ways to solve Problem 2. The popular approach that used in this study is the Gauss-
Newton algorithm. Before discussing the Gauss-Newton solver, we simplify Equation (3.23) by defining

e(x) =
[
ey eu

]
(3.26)

ey
⊺ =

[
ey,0 · · · ey,N

]⊺
, (3.27)

eu
⊺ =

[
eu,1 · · · eu,N

]⊺
, (3.28)

Σ = blkdiag(Σy,Σf ), (3.29)

Σy = blkdiag(Σy(t0), . . . ,Σy(tN )), (3.30)

Σf = blkdiag(Σf (t1), . . . ,Σf (tN )). (3.31)

The cost function then becomes
J(x) = e(x)

⊺
Σ−1e(x). (3.32)

Since Σ is a symmetric positive definite matrix, we can decompose Σ−1 = L⊺L and define a modified error
distribution

emod(x) = Le(x) (3.33)

Additionally, Equation (3.32) becomes

J(x) = emod(x)
⊺
emod(x). (3.34)

In Gauss-Newton, we iteratively approximate the cost function J(x)with a quadratic function and minimize
the quadratic cost. With an initial guess, xop, for the state, we can linearize the modified error distribution with
respect to the initial guess, that is

emod(xop + δx) ≈ emod(xop) +

(
∂emod(x)

∂δx

∣∣∣∣
xop

)
δx. (3.35)

The cost function becomes

J(xop + δx) ≈
(
emod(xop) +

(
∂emod(x)

∂δx

∣∣∣∣
xop

)
δx

)⊺(
emod(xop) +

(
∂emod(x)

∂δx

∣∣∣∣
xop

)
δx

)
, (3.36)

which is our quadratic approximation of Equation (3.34). The minimum of J(xop + δx) satisfies(
∂emod(x)

∂δx

∣∣∣∣
xop

)⊺(
∂emod(x)

∂δx

∣∣∣∣
xop

)
δx⋆ = −

(
∂emod(x)

∂δx

∣∣∣∣
xop

)⊺

δemod(xop), (3.37)
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which we solve using an existing linear solver. We update our initial guess as

xop ← xop + δx⋆. (3.38)

We usually iterate this procedure until the magnitude of δx⋆ is small. The solver converges to a nearby (local)
minimum, so the initial guess for the state must be close to the global minimum of the problem. Otherwise,
the solver may report a local minimum instead of the global minimum. Many modifications exist to improve
the stability of this optimization approach and we refer interested readers to Barfoot [2024] and Agarwal et al.
[2022].

In some cases, there may be states in x that are not elements of a vector space and that instead lie on curved
manifolds. Up until now, our discussion of the Gauss-Newton algorithm has treated the state as belonging to a
vector space. There are, however, many approaches to handling states that lie on curved manifolds. Similar to
Equation (3.35), we choose to linearize the error equations about local left-perturbations of the state, hence the
name on-manifold optimization. Specifically, we substituteR with exp

(
ψ∧)Rop in the modified cost function.

Sinceψ is small, we use small-angle approximations, such as Equation (2.44), to achieve a modified cost function
that is linear with respect to ψ. Then, we can update any rotation matrices using Rop ← exp

(
ψ⋆∧)Rop This

approach allows us to solve what we refer to as a generalized calibration problem.

Problem 3. Generalized Calibration Problem

min
x={R0,...,RN ,xv}

J(x), (3.39)

s.t. Ri ∈ SO(d),∀i = 1, . . . , N, (3.40)

where xv ∈ RM
and is the concatenation of all vector quantities in the state set.

3.2 Convex Batch Optimization

Previously, we noted that local solvers, such as Gauss-Newton, can find a local minimum instead of the global
minimum. In this section, we present a subset of optimization problems where we can determine -or certify-
whether the solution from our local solver is, in fact, the global minimum. Initially, we cast Problem 3 as a
quadratically constrained quadratic program (QCQP). After reformulating the problem, we review convex sets,
functions, and optimization problems (or convex programs). Unlike nonconvex optimization problems, a local
minimum is the global minimum in a convex optimization problem. If we relax our nonconvex optimization
problems into convex problems, then we can potentially certify the optimality of our solutions. Following our
review, we discuss the Lagrangian dual of optimization problems, which enables convex relaxations of noncon-
vex problems. Finally, we derive two possible convex relaxations of a QCQP.

3.2.1 Quadratically Constrainted Quadratic Program

To demonstrate that Problem 3 can be aQCQP,we cast the cost function, J(x), and rotationmanifold constraints,
Ri ∈ SO(d),∀i = 1, . . . , N , as homogeneous, quadratic functions (i.e., polynomials where each term with a
nonzero coefficient has degree two). If the cost function is quadratic with respect to the state parameters, then
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we can reformulate the cost function as

J(x) = x⊺Ax+ b⊺x+ c, (3.41)

where we modify x to be x⊺ =
[
xv

⊺ vec (R0)
⊺ · · · vec (Rn)

⊺
]
. The matrixA, vector b, and scalar c are all

fixed coefficients. Since Problem 3 is an optimization problem, we drop the fixed cost offset, c, and homogenize
J(x) by introducing the scalar variable s ∈ R, where s2 = 1. The cost function becomes

J(x) = x⊺Qx, (3.42)

where we have appended s onto x. Next, we reformulate the constraints inRi ∈ SO(3) using the homogeniza-
tion variable s, such that

RiRi
⊺ = s2I, (3.43)

Ri
⊺Ri = s2I, (3.44)

Ri,(j,:) ×Ri,(k,:) = sRi,(l,:), j, k, l ∈ cyclic(1, 2, 3). (3.45)

For a given QCQP, each estimated rotation matrix introduces 21 constraints; six for row-orthogonality; six for
column-orthogonality; and nine for cyclic cross-products. Additionally, we must introduce a homogenization
variable and constraint if the cost function does not require homogenization. In general, the QCQP is as fol-
lows.

Problem 4. Quadratically Constrained Quadratic Calibration Problem

min
x

x⊺Qx, (3.46)

s.t. x⊺Pi,rjx = 0 ∀ i = 1, . . . , N, j = 1, . . . , 6, (3.47)

x⊺Pi,cjx = 0 ∀ i = 1, . . . , N, j = 1, . . . , 6, (3.48)

x⊺Pi,dj
x = 0 ∀ i = 1, . . . , N, j = 1, . . . , 9, (3.49)

x⊺Psx = 1, (3.50)

where each Pi,rj ,Pi,cj ,Pi,dj
⪰ 0 and Ps ⪰ 0.

In Problem 4, Equations (3.47) to (3.50) enforce the row-orthogonality, column-orthogonality, cross-product, and
homogenization constraints, respectively. For Chapters 7 and 8, we use a linear combination of the constraint
matrices in Problem 4, which we also motivate later in this chapter. Due to the structure of problems in Chap-
ters 7 and 8, the cost functions of our QCQPs satisfy Q ⪰ 0, but this relationship is not a requirement for an
optimization problem to be a QCQP.

3.2.2 Convex Optimization

Problem 4 can now be solved using a convex relaxation. In this subsection, we review convex sets, functions,
and problems to discuss the advantages of this relaxation.
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(a) A nonconvex set. (b) A convex set; more specifically, the convex hull of the noncon-
vex set in (a).

Figure 3.1: A visualization of nonconvex and convex sets.

Convex Sets

Let Q ⊂ RN be a set. If, for every pair of x0,x1 ∈ Q, the line segment connecting x0 and x1 is a subset of Q,
then the set Q is said to be convex, that is,

Q is convex ⇐⇒ θx0 + (1− θ)x1 ∈ Q ∀ 0 ≤ θ ≤ 1. (3.51)

Figure 3.1 shows examples of nonconvex and convex sets. In this thesis, we enable convex relaxations for a subset
of calibration problems by leveraging convex cones. A cone Q is a set, where, for every point x ∈ Q, the point
θx, such that θ ≥ 0, is also in the set. A convex coneQmust satisfy both the cone and convexity definitions. The
two important convex cones for this thesis are the set of positive semidefinite cones,Q = {X ∈ RN×N |X ⪰ 0},
and positive definite cones Q = {X ∈ RN×N |X ≻ 0}.

Convex Functions

Consider the function J : RN 7→ R; the function J is a convex function if

1. dom(J) is a convex set, and

2. J(θx0 + (1− θ)x1) ≤ θJ(x0) + (1− θ)J(x1) ∀ 0 ≤ θ ≤ 1, x0,x1 ∈ dom(J).

To improve the interpretability of the second requirement, let the epigraph of a function be

epi(J(x)) = {(x, t) | x ∈ dom(J), t ≥ J(x)}. (3.52)

If J(x) is convex, then the epi(J(x)) is a convex set. Figure 3.2 shows an example of a convex function and the
associated epigraph. Finally, if −J(x) is convex, then J(x) is concave.

Convex Optimization Problems

Using the definitions of convex sets and functions, we can define a general convex optimization problem.

Problem 5. Convex Optimization Problem

min
x

J(x), (3.53)
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s.t. fi(x) ≤ 0 ∀ i = 1, . . . , N, (3.54)

ai
⊺x+ bi = 0 ∀ i = 1, . . . ,M, (3.55)

where J(x), f1(x), . . . , fM (x) are convex functions.

Convex optimization formulations are advantageous because any local minimum is guaranteed to be a global
minimum, which enables us to use simple gradient descent methods to find the global minimum. When solving
nonconvex problems using first-order methods, such as Gauss-Newton, this guarantee does not exist. There
are many methods for solving convex optimization problems (see Boyd and Vandenberghe [2004]), but, in this
thesis, we treat these solvers as black boxes.

Given the definition of convex optimization problems, we can ask whether Problem 4 is a convex optimiza-
tion problem. SinceQ ⪰ 0, the cost function is clearly convex. However, the quadratic equality constraints are
not affine, so the QCQP requires further manipulation before it is a convex problem.

3.2.3 Lagrangian Duality

Every optimization problem has a Lagrangian. Given an arbitrary optimization problem with cost function,
J(x), inequality constraints, fi(x) ≤ 0 ∀ i = 1, . . . , N , and equality constraints, gi(x) = 0 ∀ i = 1, . . . ,M ,
the corresponding Lagrangian is

L(x,λ,ν) = J(x) +

N∑
i=1

νifi(x) +

M∑
i=1

λigi(x), (3.56)

where λ and ν are the Lagrangian multipliers or the dual variables. These parameters can be interpreted as
penalization terms for violating the inequality and equality constraints. Having defined the Lagrangian of an
optimization problem, the Lagrangian dual function is

Jd(λ,ν) = inf
x∈dom(f)

L(x,λ,ν) = inf
x∈dom(J)

(
J(x) +

N∑
i=1

νifi(x) +

M∑
i=1

λigi(x)

)
. (3.57)

Consequently, the Lagrangian dual function is a concave, affine function that serves as a lower bound on p∗ =

J(x∗), where x∗ is the optimal value within the domain of the constraints if λ ≥ 0. The best, or maximal, lower

J(x)

x0

x1

(a) A convex function J(x).

J(x)

x0

x1

(b) Epigraph of J(x).

Figure 3.2: A visualization of the convex function J(x) and the epigraph of J(x).
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bound of p∗ provided by the dual function is d⋆, where d⋆ is the maximum of Jd(λ,ν) with respect to the dual
variables such that λ ≥ 0.

For all optimization problems, the inequality d∗ ≤ p∗ holds true and this property is called weak duality.
However, for some optimization problems, a zero duality gap exists, that is d∗ = p∗. In these cases, we say
that strong duality holds. Optimization problems that demonstrate strong duality are particularly interesting
because the solution of the simpler Lagrangian dual problem, λ∗ and ν∗, determines the solution, x∗, to the
original nonconvex problem. One simple case where strong duality holds is for problems that satisfy Slater’s

conditions:

1. The optimization problem is a convex optimization problem.

2. There exists a feasible point x∗, such that

fi(x
∗) < 0 ∀ i = 1, . . . , N, (3.58)

ai
⊺x∗ + bi = 0 ∀ i = 1, . . . ,M. (3.59)

Since Problem 4 is not a convex problem, Slater’s conditions do not hold. Therefore, proving that strong duality
holds for QCQPs requires other conditions. While Cifuentes et al. [2021] and Giamou [2023] present such condi-
tions, this thesis primarily focuses on empirical strong duality. To clarify the concept of empirical strong duality,
let p(x) be the cost of an arbitrary optimization problem and d(λ) be the cost of the associated Lagrangian dual.
For a given dataset, if we find a primal-dual pair (x⋆,λ⋆) such that λ⋆ maximizes the Lagrangian dual and
p(x⋆) = d(λ⋆) is empirically observed, then we have found the global minimum because p(x) cannot be less
than d(λ).1

3.2.4 Semidefinite Relaxations

This subsection presents the application of the concepts of convex problems and Lagrangian duality to QCQPs.
Initially, we review semidefinite programs (SDPs), which are convex optimization problems. Then, we derive
the semidefinite relaxation of a QCQP. Finally, we demonstrate that the Lagrangian dual of a QCQP is an SDP
that is related to the semidefinite relaxation.

Semidefinite Programs

Semidefinite programs take two forms. The standard form is detailed below.

Problem 6. Standard Formulation of a Semidefinite Program

min
X∈Sn

tr (CX) , (3.60)

s.t. tr (AiX) = bi ∀i = 1, . . . , N, (3.61)

X ⪰ 0, (3.62)

where C,A1, . . . ,AN ∈ Sn.

Another form of SDP is the following.
1Interested readers are referred to Giamou [2023] for the conditions pertinent to the QCQPs in this thesis.
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Problem 7. Semidefinite Program

min
x∈Rn

c⊺x, (3.63)

s.t. x0F0 + x1F1 + · · ·+ xNFN +G ⪯ 0, (3.64)

Ax = b, (3.65)

where F0, . . . ,FN ,G ∈ Sn, andA ∈ Rp×n
.

Interestingly, with some algebraic manipulation, the standard form SDP is the Lagrangian dual of Problem 7. In
fact, these problems demonstrate strong duality: both forms of the SDPs return the same solution.

Semidefinite Relaxation of a QCQP

The semidefinite relaxation of Problem 4 results in an optimization problem that takes the form of Problem 6.

Problem 8. Semidefinite Relaxation of Problem 4

min
x

tr (QX) , (3.66)

s.t. tr
(
Pi,rjX

)
= 0 ∀ i = 1, . . . , N, j = 1, . . . , 6, (3.67)

tr
(
Pi,cjX

)
= 0 ∀ i = 1, . . . , N, j = 1, . . . , 6, (3.68)

tr
(
Pi,dj

X
)
= 0 ∀ i = 1, . . . , N, j = 1, . . . , 9, (3.69)

tr (PsX) = 1, (3.70)

whereX = xx⊺.

Importantly, we drop or relax the nonconvex constraint that rank(X) = 1. While we could use this relaxation
for our problems in Chapters 7 and 8, we cannot solve problems of this form using the fast solver described in
Garstka et al. [2021].

Lagrangian Dual of a QCQP

Since the semidefinite relaxation of Problem 4 takes the form of a standard semidefinite program, the Lagrangian
of Problem 4 must also be a semidefinite program. Given Problem 4, the Lagrangian of the problem is

L(x, ν) = x⊺Z(ν)x+ νN , (3.71)

Z(ν) = Q+

N∑
i=0

6∑
j=1

νi,rjPi,rj +

N∑
i=0

6∑
j=1

νi,cjPi,cj +

N∑
i=0

9∑
j=1

νi,dj
Pi,dj

+ νsPs, (3.72)

whereν is the concatenation of all 21N + 1 dual variables. Equation (3.72) is the linear combination of the rotation
constraint matrices that we discussed when formulating the QCQP. Since Z(ν) depends on Q, the structure of
Z(ν) is dependent on x, which is problem specific. Consequently, we leave the explicit definitions of the Z(ν)
matrices to Chapters 7 and 8. In those chapters, we highlight the form of the rotation matrix constraints inZ(ν).
While other calibration problemsmay include inequality constraints, the problems in Chapters 7 and 8 consist of
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only equality constraints. Consequently, Equation (3.71) has no dual parameters for the inequality constraints.
Minimizing L(x,ν)with respect to x reveals that Z(ν) ⪰ 0 in order to have a defined dual problem; otherwise,
the optimal cost is negative infinity. As a result, the dual problem is as follows.
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Problem 9. Lagrangian Dual of Problem 4

max
ν

νN , (3.73)

s.t. Z(ν) ⪰ 0, (3.74)

which is the same form as Problem 7. Importantly, both Problem 8 and Problem 9 produce the same solution,
so either method can be used to solve the original QCQP. In this thesis, we solve the Lagrangian dual of our
QCQPs. However, we refer to the method as semidefinite relaxation because, as discussed previously, the two
problems result in the same solution.

3.3 Summary

In this chapter, we reviewed batch nonlinear optimization and convex optimization problems. We discussed an
on-manifold Gauss-Newton approach to solving nonlinear optimization problems. After presenting the Gauss-
Newton method, we cast a subset of nonlinear calibration problems as quadratically constrained quadratic pro-
grams (QCQPs). We defined convex sets, functions, and optimization problems. We showed that the Lagrangian
dual is the lower bound of an arbitrary optimization problem. Finally, we discussed the semidefinite relaxation
of QCQPs. The relaxed problem is convex, so solvers for standard semidefinite programs (SDPs) find the global
optimum. If the final values of the QCQP and SDP cost functions are equal at the global optimum, then we have
found the optimal solution to the QCQP.
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Observability and Identifiability

In Chapter 2, we informally asserted that calibration problems are only solvable with a sufficient number of
measurements and with sufficient platform excitation. This chapter explores concepts that are required to prove
these assertions, which are essential for accurate calibration of real world systems. In Section 4.1, we define
system representations of optimization problems, indistinguishability, u-indistinguishability, observability, and
identifiability. Sections 4.2 and 4.3 discuss criteria to prove observability and identifiability. These criteria enable
us to determine when the system is degenerate (i.e., the combination of states and controls where the system
loses observability or identifiability). In turn, we will be able to establish the excitation requirements of the
system that determine whether a calibration problem is well posed.

4.1 Definitions

In this thesis, we describe optimization problems as systems of the form

S

ẋ(t) = f (x(t),u(t)) ,

y(t) = h (x(t)) ,
(4.1)

where x ∈M, a connectedC∞ manifold of dimensionm. In this definition, the function f (·) is the continuous-
time motion model, which we can use to derive the discrete motion model in Equation (3.1). Further, the
continuous-time motion and measurement models of the system are noiseless unlike our optimization prob-
lems.

Having defined our system, we can discuss the two forms of observability pertinent to this thesis. Hermann
and Krener [1977] define observability in relation to the notion of indistinguishablility.

Definition 1. Let x0 and x1 be two states of the system S. These two states are indistinguishable if they

realize the same input-output map for every admissible input.

They then define observability as follows.

Definition 2. A system S is observable at x if the set of states that are indistinguishable from x is singleton.

A system S is observable if it is observable for every x ∈M.

30
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Observability is a global property that can be difficult to prove for many systems, as we discuss in Section 4.2.2.
One way forward is to consider a more restricted problem. Hermann and Krener [1977] define this problem in
relation to the notion of U-indistinguishability.

Definition 3. Let U be a subset ofM with x0,x1 ∈ U . We say x0 is U-indistinguishable from x1 if for every

control u(t), whose trajectories from x0 and x1 both lie in U , fails to distinguish between x0 and x1. That is,

if x0(t),x1(t) ∈ U for t ∈ [t0, t1], then h(x0(t)) = h(x1(t)) for every control u(t).

Making use of U-indistinguishability, Hermann and Krener [1977] define locally weak observability as shown
below.

Definition 4. A system is locally weakly observable at x if there exists an open neighbourhood V onM, such

that, for each open neighbourhood U contained in V , the set of U -indistinguishable states is a singleton. A

system is locally weakly observable if the system is locally weakly observable at every x.

The benefit of the local weak observability criterion is that it lends itself to a relatively straightforward algebraic
test, which we discuss in Section 4.2.2. Often, we prove that a system is locally weakly observable at a generic x,
but this does not guarantee locally weak observability for all controls u(t). When there is insufficient excitation
to render the system locally weakly observable, we say the system is degenerate.

To provide a trivial example of a system that is locally weakly observable at x, but not observable, consider
a system where y = vec (R(q)),R ∈ SO(3), x = q, and q ∈ S3. We can use the mapping from SO(3)→ S3 to
recover a quaternion that produces y. We recall, from Section 2.1.2, that this mapping has two indistinguishable
antipodal solutions, so the system cannot be observable by definition. However, we can choose an open neigh-
bourhood on the manifold of S3 that contains only one solution, so the system is locally-weakly observable at
x.

Unlike observability criteria, identifiability criteria are not instantaneous because they use multiple mea-
surement times to prove that a solution is isolated. Anstett-Collin et al. [2020] define identifiability relative to
the notion of U -indistinguishability.

Definition 5. Given the input-output behaviour of a system (i.e., {y(x(t0)), . . . ,y(x(t0),u(t0), . . . ,u(tk))}),
a system is identifiable atx(t0) if there exists an open neighbourhoodU such that the set ofU -indistinguishable

states is a singleton.

Consequently, proving that a system is observable implies identifiability, but identifiability is often easier to
prove than observability. Finally, as shown in Anguelova [2007] and Kelly et al. [2021], some systems, such as
time-delay systems, may only be identifiable and not observable.

4.2 Observability

In this section, we review methods to determine the observability of linear, nonlinear, and time-delayed nonlin-
ear systems. In Section 4.2.1, we discuss a criterion to determine the observability of linear systems. Section 4.2.2
presents a criterion to prove that a nonlinear system is locally weakly observable.
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4.2.1 Linear Systems

For linear observability analyses, we consider noiseless linear systems that take the form

S

ẋ(ti) = A(ti)x(ti) +B(ti)u(ti),

y(ti) = C(ti)x(ti),
(4.2)

where A(t) : R → RN×N , B(t) : R → RN×P , C(t) : R → RM×N , are, respectively, the motion, control and
measurement matrices. Given the discrete measurements at times t0 to tk , Barfoot [2024] shows that the state
of S at t0 to tk can be uniquely recovered if

O =


C0

C1A0

...
Ck

∏0
i=k−1 Ai

 (4.3)

is full column rank, whereAk = A(tk) andCk = C(tk). If the matrixO is full column rank, then the system is
observable. WhenO is not full-column rank, the set of indistinguishable states for the system is not a singleton
and we say that the system is unobservable.

Following Barfoot [2024], a time-invariant linear system (i.e.,Ak = A andCk = C) can be simplified using
the Cayley-Hamilton theorem. Specifically, since A is a N ×N matrix, any power of A greater than or equal
toN is a linear combination of the powers ofA less thanN . Therefore, if the system is time-invariant, then the
rank of O in Equation (4.3) is equivalent to the rank of

O =


C

CA
...

CAN−1

 . (4.4)

Importantly, we only need to propagate the state forward N − 1 timesteps to determine if the set of indistin-
guishable states for a time-invariant linear system is a singleton.

4.2.2 Nonlinear Systems

Similar to linear systems, we want to determine if any solution, x ∈ M, to a nonlinear system is observable at
a point on the manifold,M. Since nonlinear systems do not have linear measurement or motion models, we
cannot use the Cayley-Hamilton theorem. Determining the observability of a nonlinear system may involve
travelling for a long distance or period of time onM. In this case, to demonstrate that nonlinear systems are
locally weakly observable, we use Hermann and Krener’s [1977] criterion, where we analyze systems in control-
affine form,

S

ẋ = f0(x) +
∑p

j=1 f j(x)uj

y = h(x)
, (4.5)
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with the drift vector field f0(x) and control inputs uj (for j = 1, . . . , p). The Lie derivative, or directional
derivative, of a smooth scalar function h with respect to a smooth vector field f at the point x is

Lfh(x) =
∂h(x)

∂x
f(x). (4.6)

The nth Lie derivative of h with respect to x along f is defined recursively as

Ln
f h(x) =

∂Ln−1
f h(x)

∂x
f(x), (4.7)

where L0h(x) = h(x).
As shown in Hermann and Krener [1977], if, for a given state x, the matrix

O =


∇xL

0h(x)

∇xL
1h(x)
...

 (4.8)

has full column rank, then the system is locally weakly observable. We note that the matrixO has potentially an
infinite number of rows, but it is sufficient to show that a finite number of rows yield amatrix of full column rank.
Additionally, once ∇xL

i
fh produces a linearly dependent row, subsequent Lie derivatives also produce them.

The matrix O can become degenerate for certain combinations of states and controls, which establishes the
excitation requirements of the system. For some systems, the rank proof is complex, and leveraging abstracted
sensor representations may simplify the proof. For example, Kelly and Sukhatme [2011] use the scaled pose
representation of a monocular camera to prove the locally weak observability of a camera-IMU system. Finally,
in Section 5.4, we leverage this proof to demonstrate that our radar-camera extrinsic calibration problem is
locally weakly observable.

4.3 Identifiability

In this subsection, we present two criteria to help investigate the identifiability of nonlinear systems. As shown
in Chapter 3, many of our estimation problems involve minimizing the square of a nonlinear error that is defined
by our system. We review a nonlinear least-squares identifiability criterion in Section 4.3.1 and then show,
in Section 4.3.2, we show how stacking the nonlinear observability matrix from Hermann and Krener [1977],
at different times, can demonstrate the identifiability of certain systems. This stacked identifiability matrix
criterion is easier to evaluate than the nonlinear least-squares criterion.

4.3.1 Nonlinear Least-Squares Systems

We can determine the identifiability of Equation (4.1) using the criterion from Jacquez [1991], which is

O =


∇θh(θ,x(t0))
∇θh(θ,x(t1))

...
∇θh(θ,x(tN ))

 , (4.9)
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where θ is a set of time-invariant states. If O is full column rank, then the system is identifiable. Critically,
to compute the matrix O, we must solve the differential equations that govern the time-varying states. As in
Section 4.2.2, the matrix O can lose full column rank under certain controls. This criterion is not practical for
all nonlinear systems because there might not be a closed-form solution that propagates the state from ti to tj .

4.3.2 Stacked Nonlinear Observability

Here, we leverage abstracted sensor representations to sidestep solving differential equations in nonlinear iden-
tifiability analyses. As shown in Kelly and Sukhatme [2011], Hewitt and Marshall [2015], and Li and Mourikis
[2014], we can use the abstracted sensor representations in Chapter 2 to simplify the application of the criterion
from Hermann and Krener [1977]. By extending this notion, we can simplify some systems, such that

S

ẋ = 0,

y = h(x, t).
(4.10)

The identifiability criterion for this system is

O =


∇xh(x, t0)

∇xh(x, t1)
...

 , (4.11)

which we refer to as stacked nonlinear observability. IfO is full column rank, then the system is identifiable. In
this criterion, thematrixOmay contain components of the outputy and certain sets of measurementsmay cause
the system to become degenerate. While eliminating the time varying states simplifies determining identifiablity
and excitation requirements, this analysis ignores the vector fields and subsequent differential equations that
govern the time-varying states, which may obscure certain rare degenerate systems.

4.4 Summary

In this chapter, we reviewed observability and identifiability. Defining indistinguishability andU-indistinguishability
enabled us to define various types of linear and nonlinear observability and identifiabilty. Having defined ob-
servability, we presented the criteria for linear and nonlinear systems.Then, we presented two nonlinear identi-
fiability criteria. The first criterion requires solving the differential equations that govern the states, which we
are able to avoid using the second criterion.



Chapter 5

Spatiotemporal Calibration of 3D
Radar-Camera Pairs

With the background material in place, we now present the first contribution of the thesis, a targetless spa-
tiotemporal calibration algorithm for radar-camera pairs. Prior methods, such as that in Peršić et al. [2021b], are
reprojection-based calibration schemes that require cross-modal data association. To simplify the data associa-
tion problem, these methods leverage specialized targets (i.e., radar trihedral retroreflectors and visual fiducial
markers). Consequently, the sensors must have overlapping fields of view and the environment must be instru-
mented, which limits possible sensor configurations and potential calibration venues.

We provide the first method for estimating the spatiotemporal calibration parameters between a 3D mm-
wave radar and monocular camera without the use of specialized targets. In turn, we enable spatiotemporal
calibration of monocular camera-3D radar pairs in arbitrary configurations and in environments without any
radar retroreflectors or visual fiducials. Prior to describing our approach, we begin in Section 5.1 by surveying
extrinsic and spatiotemporal calibration techniques for sensor pairs where one (or both) of the sensors is a
mm-wavelength radar. Then, in Section 5.2, we briefly review the process of radar ego-velocity estimation.
Section 5.3 discusses our novel spatiotemporal radar-camera calibration method, initially introduced in Wise
et al. [2021] and extended in Wise et al. [2023]. We examine the observability and identifiability of the extrinsic
and spatiotemporal calibration problems in Sections 5.4 and 5.5, respectively. In Section 5.6, we demonstrate
the accuracy and flexibility of our algorithm by reporting on a variety of simulation studies and real-world
experiments. In our simulation studies, we analyze the accuracy of spatiotemporal calibration with varying
amounts of sensor noise. Our real-world experiments show that our algorithm is able to match the accuracy of
an existing, target-based method and that we are able to perform calibration in varied environments, including
on board an AV. Finally, Section 5.7 summarizes our work on spatiotemporal calibration of 3D radar-camera
pairs and outlines future research directions.

5.1 Related Work

In this section, we discuss pairwise extrinsic and spatiotemporal calibration methods that involve at least one
mm-wavelength radar. Each subsection focuses on the calibration methods that use a particular measurement
error model defined in Section 2.4. To start, Section 5.1.1 reviews homography-based calibration schemes for 2D
radars. Sections 5.1.2 and 5.1.3 detail target-based and target-free extrinsic calibration algorithms, respectively,
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Camera Radar
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Figure 5.1: The radar (triangle) and camera (circle) are assumed to be rigidly connected. Our calibration problem involves
estimating the transform between the camera and radar, Tcr , the translation scale factor, α, for the camera pose measure-
ments, and the temporal offset, τ . The unfilled triangles represent radar measurements at ‘shifted’ points in time due to the
offset bias. The radar ego-velocity estimate will not be correct unless this bias is considered.

that rely on feature detection and matching. In Section 5.1.4, we review extrinsic calibration methods that relate
the instantaneous radar ego-velocity to themotion of the second sensor. Section 5.1.5 surveys reprojection-based
spatiotemporal calibration. We summarize the limitations of current mm-wave radar calibration algorithms
relative to our own in Table 5.1.

5.1.1 Target-Based Homographic Error Methods

Since 2D radars are incapable of directly measuring the elevation of a target, early-stage extrinsic calibration
algorithms assume that the radar measurement is purely planar and perform homography-based calibration.
We can further subdivide these early algorithms by the homography matrix parameterization, either an affine
approximation or the full projective transformation. The method of Kim and Jeon [2014] solves for the affine
homographymatrix. In contrast to Kim and Jeon [2014], themethods of Sugimoto et al. [2004],Wang et al. [2011]
and Kim et al. [2018] solve for the full projective homography matrix. While these methods can successfully
calibrate radar-camera pairs, the radar sensors do often detect off-plane targets, so an arbitrary radar-camera
measurement pair is populated with outliers.

To improve the robustness of homography-based radar-camera calibration algorithms to off-plane targets, all
of the methods mentioned in this subsection rely on trihedral retroreflector targets and fiducial camera targets.
Use of these specialized targets confers three major benefits. First, Sugimoto et al. [2004] note that 2D radar units
typically measure a maximum radar cross section (RCS) when a retroreflector lies on the plane of zero elevation
in the radar reference frame; the return intensity decreases for reflectors that lie above or below this plane. By
filtering the returns using RCS intensity, Sugimoto et al. [2004] ensure that the radar-camera measurement pairs
are in the radar plane of zero elevation. Second, the trihedral retroreflector targets produce point-like reflections.
Finally, the targets greatly simplify the radar-camera data association or correspondence problem.

While targets enable reliable and accurate homography matrix estimation, in-situ homography-based cali-
bration is impractical outside of laboratory settings. Trihedral reflector targets do not occur in the real world,
so these targets become an infrastructure requirement. Even if targets are available, every system must have all
radars configured at the same height or the targets will be off-plane. If we avoid using retroreflectors, then de-
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Table 5.1: Summary of sensor-to-sensor calibration methods where one sensor in the pair is a mm-wavelength radar. We
include our work from Cheng et al. [2023], which we present in Chapter 6.

Method Published Works Targetless Non-Overlapping
Fields of View

No Additional
Sensing Modalities

No Hand
Measurements

Temporal Offset
Estimation

Homography-Based
Extrinsic Calibration

Sugimoto et al. [2004]
Wang et al. [2011]
Kim and Jeon [2014]
Kim et al. [2018]

✗ ✗ ✓ ✓ ✗

Target Reliant
Reprojection-Based
Extrinsic Calibration

El Natour et al. [2015]
Kim et al. [2017]

Domhof et al. [2019]
Peršić et al. [2019]

Olutomilayo et al. [2021]

✗ ✗ ✓ ✓ ✗

Target-Free
Reprojection-Based
Extrinsic Calibration

Schöller et al. [2019]
Heng [2020]

Peršić et al. [2021a]
Burnett et al. [2023]

✓ ✓ ✗ ✗ ✗

Ego-Velocity-Based
Extrinsic Calibration

Kellner et al. [2015]
Doer and Trommer [2020a] ✓ ✓ ✓ ✓ ✗

Target-Reliant
Reprojection-Based
Spatiotemporal
Calibration

Lee et al. [2020]
Peršić et al. [2021b] ✗ ✗ ✓ ✓ ✓

Our Methods
Wise et al. [2021]
Wise et al. [2023]
Cheng et al. [2023]

✓ ✓ ✓ ✓ ✓

termining on- and off-plane measurements using RCS becomes a non-trivial task because the RCS of real-world
targets, such as pedestrians or cars, varies based on material composition, position in the radar lobe, and rel-
ative orientation to the radar. Additionally, determining radar-camera measurement correspondences without
the visual fiducial targets is very challenging.

5.1.2 Target-Based Reprojection Error Methods

Themost common error metric for mm-wavelength radar extrinsic calibration is reprojection error (as described
in Section 2.4). Some reprojection-basedmethods draw inspiration from the homography-basedmethods and re-
tain the horizontal plane constraint (for specialized targets). However, one goal of reprojection-based methods is
to eliminate the horizontal plane constraint. Even though reprojection-based algorithms successfully eliminate
the horizontal plane constraint in many cases, the continued use of specialized targets limits system configura-
tions and calibration venues. An empirical comparison of homography- and reprojection-based methods in Oh
et al. [2018] suggests that both methods have approximately the same accuracy.

Similar to homography methods, there are reprojection-based methods that assume that the radar measure-
ments originate from the horizontal plane. To perform radar-infrared (IR) camera extrinsic calibration, Kim
et al. [2017] estimate the SE(3) transformation that aligns radar and IR camera measurements of a specialized
target. Olutomilayo et al. [2021] estimate the SE(2) transformation that aligns the measured point clouds from
two rigidly-connected 2D mm-wavelength radars. While both of these approaches can solve for the extrinsic
calibration parameters, in-situ calibration is not feasible.

To relax the horizontal plane constraint, some reprojection-based algorithms account for the elevation am-
biguity in the radar measurements. The approaches of El Natour et al. [2015], Domhof et al. [2019], and Peršić
et al. [2019] treat all radar measurements as lying on spherical arcs with constant range and azimuth (i.e., the
measurements vary only in elevation). To account for the elevations of the retroreflector targets relative to the
horizontal radar sensing plane, these methods introduce additional calibration constraints by designing specific
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target arrangements (El Natour et al. [2015], Domhof et al. [2019]) or by explicitly modelling the RCS of the
target returns (Peršić et al. [2019]).

While eliminating the horizontal plane constraint is a key step towards in-situ calibration, reprojection-based
methods have two requirements that make this infeasible in practice. First, the infrastructure requirements
(i.e., specialized targets) prevent calibration in arbitrary environments. Second, all of the methods above are
restricted to sensor pairs that share overlapping fields of view, which may be impossible to satisfy for certain
sensor configurations.

5.1.3 Target-Free Reprojection-Error Methods

In contrast to methods that rely on specialized radar retroreflectors, target-free or ‘targetless’ algorithms esti-
mate the radar-to-sensor transform by aligning identifiable environment features (observed by both sensors).
These methods often use distance-based correspondences to identify and match features viewed by both sen-
sors. Due to the high outlier rate and inconsistent detection of features in radar measurements, the methods
frequently require a prior estimate of the calibration parameters, a large number of jointly viewed features, or
a map of the environment.

Due to the challenge of consistently tracking environmental features across radar scans, some target-free
methods require hand-measurement of the translation between the sensors and only estimate the relative ro-
tation. Schöller et al. [2019] train a neural network to correct an inaccurate rotation estimate between a sta-
tionary, 2D radar-camera pair using radar detections of vehicles and raw camera images. Peršić et al. [2021a]
align tracked features to determine the yaw angle between 2D radar-camera and radar-lidar pairs. Similar to the
reprojection-based algorithms, thesemethods require overlapping fields of view. Unlike Schöller et al. [2019] and
Peršić et al. [2021a], Burnett et al. [2023] estimate the transform between a 2D mm-wavelength radar-lidar pair
using a reprojection-based method with no prior knowledge of the system. In particular, their method leverages
scan matching to align radar and lidar point clouds, which requires a large number of jointly-observed features.
The sensors considered in Burnett et al. [2023] have a 360◦ field of view; radars and lidars with narrow fields of
view may not observe enough features to enable scan matching.

By constructing a lidar map using a known vehicle trajectory, Heng [2020] enables extrinsic calibration of
3D mm-wavelength radar-lidar pairs, where each sensor has a narrow field of view. In Heng [2020], the radar-
lidar extrinsic calibration parameters are determined by minimizing point-to-plane and velocity residuals. The
point-to-plane residual ensures that the extrinsic calibration parameters align each radar detection with a plane
formed by a fixed number of closest points in the lidar map. A robust cost function minimizes the influence that
outlier radar detections have on the estimated calibration parameters. By associating the radar detections with
the lidar map, Heng [2020] assumes that each radar detection is a stationary (i.e., relative to the world frame)
feature. While this approach can be used for radar-lidar pairs that do not have overlapping fields of view, the
method requires the known trajectory of the vehicle and construction of a dense map.

5.1.4 Ego-Velocity Error Methods

Instead of using feature positions, a subset of extrinsic calibration algorithms fuse ego-velocity and ego-motion
measurements from a radar and a second sensor, respectively. Since the motion of each sensor is estimated
separately, these methods do not perform radar or cross-modal data association and are inherently ‘target-free.’
Kellner et al. [2015] estimate the rotation between a car-mounted 2D radar and an IMU by minimizing the dif-
ference in estimated lateral velocities, expressed in the radar frame. While the radar ego-velocity measurements
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provide lateral velocity directly, determining the lateral velocity of the radar from IMU measurements requires
the IMU rotational velocity and accurate knowledge of the radar-IMU translation. Doer and Trommer [2020a]
extend the approach in Kellner et al. [2015] to estimate the full extrinsic calibration for a 3D radar-IMU pair.
Using simulated radar ego-velocity estimates corrupted by zero-mean Gaussian noise, their method achieves a
spatial calibration accuracy of 5 cm and 5◦. Each these techniques rely on ad hoc temporal calibration schemes.

5.1.5 Target-Based Spatiotemporal Calibration

To date, two radar spatiotemporal calibration algorithms have appeared in the literature, by Lee et al. [2020] and
by Peršić et al. [2021b]. The algorithm of Lee et al. [2020] first calibrates the 2D radar-lidar spatial transform
using the method of Peršić et al. [2019]. As a second step, the lidar measurements are expressed in the radar
reference frame and the azimuth error to distant targets is minimized to determine the temporal offset between
the sensors. Finally, the algorithm iterates between the spatial and temporal calibration steps until convergence.
Peršić et al. [2021b] represent the trajectory of a target moving through the fields of view of multiple sensors
using a continuous-time Gaussian process model. This representation allows their algorithm to estimate the
spatiotemporal calibration parameters by aligning the sensors’ trajectories. Discussion in Rehder et al. [2016b]
and in Peršić et al. [2021b] suggests that jointly estimating all parameters as part of one maximum likelihood
estimation problem yields superior accuracy . Notably, since both methods rely on known targets, they have
the same limitations as the methods discussed in Section 5.1.2.

5.2 Radar Ego-Velocity Estimation

Given the importance of radar ego-velocity estimation to this chapter, we present a brief discussion of a standard
radar ego-velocity estimator. We break the discussion into three subtopics. Initially, we review the operating
principles and measurement details for 2D and 3D radars, derive an ego-velocity estimator, and explain common
outlier rejection schemes. We then examine the effects of multipath reflections and interference on radar range-
rate measurements. Finally, we discuss how to estimate the linear and rotational velocity of sensor platform
reference frames that are rigidly connected to the radar.

Essentials of Radar Ego-Velocity Estimation

Both 2D and 3D radar sensors operate on the same basic principle: an EM pulse is emitted from the radar
antenna, reflects off radar-opaque targets in the environment, and returns to the sensor. These EM waves are

x
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Radar

Figure 5.2: Illustration of the radar measurement model considered in this chapter. The radar electromagnetic (EM) wave
reflects off of three (or more) non-collinear, stationary landmarks in the environment, yielding azimuth, elevation, and range-
rate measurements to each landmark. From these data, we estimate the radar velocity relative to the world reference frame,
expressed in the radar reference frame.
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able to pass through rain, snow, and other obscurants. By measuring the time of flight and phase of the return
pulse, 2D radars can determine the azimuth, θi, range, ri, range-rate (velocity in the radial direction), ṙi, and
cross-section (reflectivity) of multiple targets, i = 1, . . . , N . In addition to all of the quantities measured by a 2D
radar, a 3D radar canmeasure the elevation of a target, ϕi. Importantly, the azimuth and elevationmeasurements
are relative to the radar boresight. The radar boresight is the vector that points in the direction of EM wave
propagation and is coincident with the axis of symmetry for the EM pulse.

Let the static world and moving radar frames be F−→w and F−→r , respectively. At each time tj , the radar detects
N static environmental features in F−→w . The resulting sets of 3D radar measurements, expressed in F−→r , are

R =

{[
r1 θ1 ϕ1 ṙ1

]
, . . . ,

[
rN θN ϕN ṙN

]}
. (5.1)

Following Stahoviak [2019] and Doer and Trommer [2020a], the 3D range-rate measurement of feature i is

ṙi = −
[
sin(θi) cos(ϕi) cos(θi) cos(ϕi) sin(ϕi)

]
hj
r, (5.2)

where hj
r ∈ R3. The quantity hj

r is the velocity of the radar relative to the world reference frame, expressed in
the radar reference frame. We refer to hj

r as either the radar ego-velocity. Importantly, for 2D radars, we assume
that the feature lie on (and radar moves on) a horizontal plane, that is ϕi = 0 ∀ i = 1, . . . , N and hj

r ∈ R2.
Equation (5.2) has a negative sign because we wish to estimate the velocity of the radar with respect to the static
world frame, and not vice versa. Figure 5.2 depicts the relationship between the range-rate of stationary features
and ego-velocity of the radar. Stacking N (negated) range-rate measurements leads to

−ṙ1
−ṙ2
...
−ṙN

 =


sin(θ1) cos(θ1)

sin(θ2) cos(θ2)
...

sin(θN ) cos(θN )

hj
r

︸ ︷︷ ︸
y=Ahj

r

, (5.3)

and 
−ṙ1
−ṙ2
...
−ṙN

 =


sin(θ1) cos(ϕ1) cos(θ1) cos(ϕ1) sin(ϕ1)

sin(θ2) cos(ϕ2) cos(θ2) cos(ϕ2) sin(ϕ2)
...

sin(θN ) cos(ϕN ) cos(θN ) cos(ϕN ) sin(ϕN )

hj
r

︸ ︷︷ ︸
y=Ahj

r

, (5.4)

for 2D and 3D radars, respectively. As shown in Stahoviak [2019], Doer and Trommer [2020b] and Kellner et al.
[2015], one can recover the radar ego-velocity hr using N > d non-collinear, stationary landmarks, where d is
2 or 3 for 2D and 3D radars, respectively.

For both 2D and 3D range-rate models, the radar ego-velocity estimation problem is

min
hj

r

(y −Ahj
r)
⊺
(y −Ahj

r), (5.5)
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which is a standard least-squares optimization problem. As a result, the estimated ego-velocity at time j is

hj
r

⋆
= (A⊺A)−1A⊺y, (5.6)

with covariance
Σj

r =
(ϵ⊺ϵ)(A⊺A)

N − d
, (5.7)

where d is the dimension of hj
r .

Ego-velocity Estimation in Rigidly-Connected Reference Frames

Recall that in Section 2.5.3 we discussed the measurement of ego-velocity measurements relative to a rigidly-
connected reference frame. Here, we attempt to estimate the 3D ego-velocity and rotational velocity of the
rigidly-connected frame, F−→a using Equations (2.62) and (5.4). The 3D ego-velocity estimation model takes the
form

y = ARar
⊺
[
I3×3 −traa ∧

]
︸ ︷︷ ︸

Am

[
vaw
a (t)

ωaw
a (t)

]
. (5.8)

At first glance, the matrix Am has N rows and six columns. Since N can be greater than six, we may consider
using least squares to solve for the ego-velocity and rotational velocity ofF−→a. However, the subsequent problem
is under-constrained because the modified matrix, Am, has a corank of 3. The null vectors ofAm are

1

∥traa ∥2

[
0

traa

]
,

1√
x⊺x+ y⊺y

[
y

x

]
,

1√
(traa

⊺traa )2x⊺x+ y⊺y

[
(traa

⊺traa )x

−y

]
,

s.t. ∥x∥2 = 1,

traa
⊺x = 0,

y = traa
∧x.

(5.9)

Intuitively, the null vectors are linear and rotational velocities of F−→a that do not induce any linear velocity in
F−→r . For example, if F−→a only rotates about the moment arm traa , then the measured ego-velocity at F−→r is zero.
Using this knowledge, we can solve for the velocities, but our estimate will be biased in the direction of the null
vectors. Similar to the approach in Forster et al. [2017], we can pre-integrate the biased velocities, fuse with
other sensor data, and estimate the biases as part of the problem. Or, we may increase the rank ofAm by fusing
measurements from other radar sensors in the system, if available.

The equivalent 2D estimation model is trivial to derive from Equation (5.8). Using Equation (5.8) and the
matrix A in Equation (5.3), the modified matrix for the 2D case, Am, is

Am = ARar
⊺

[
1 0 −traa,y
0 1 traa,x

]
, (5.10)

where the estimated velocity vector contains vawa,x, vawa,y , andωaw
a,z . Similar toAm in Equation (5.8), Equation (5.10)
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contains the null vector

1√
1 + traa,x

2 + traa,y
2

 traa,y

−traa,x
1

 . (5.11)

To instantaneously estimate the ego-velocity and rotational velocity of the system, we must eliminate this null
vector, which is onemotivation for use of themulti-radar systems (see Chapter 6). Since Equations (5.8) and (5.10)
involve the extrinsic parameters of the system, calibration processes that use these models must jointly estimate
the calibration parameters, ego-velocity and rotational velocity of the system. When calibration problems in-
clude velocity estimation, the radar data rejection scheme we present in the following section cannot be used
to reject radar data that does not ‘fit’ our models. Consequently, we prefer using the models defined by Equa-
tions (5.3) and (5.4).

Doppler Phenomenology and Outliers

Returning to the ego-velocity estimation problem defined by Equation (5.5), the radar data,R, may contain out-
liers. The two main sources of outliers are targets that move relative to the inertial reference frame and spurious
multipath reflections. Similar to Stahoviak [2019] and Doer and Trommer [2020b], we use random sample and
concensus (RANSAC) and radar cross-section thresholding to remove outliers. Empirically, RANSAC eliminates
outliers that do not ‘fit’ the models described by Equations (5.3) and (5.4). For some multipath reflections, outlier
rejection using only RANSAC is insufficient; we elaborate on this below.

Generally, modelling the effects of multipath reflections on ego-velocity estimation requires simulating EM
wave emission, propagation, reflection, and reception in a given environment. Fortunately, even a simplified
radar and environmental model reveals that multipath reflections have the potential to introduce error into the
range-rate measurement of a target and, subsequently, the ego-velocity estimate. To start, we assume that the
radar and environment are entirely 2D. In the simplified radar model, we decompose the emitted radar wave
into rays that travel radially away from the radar origin. The radar EM wave oscillates with a frequency of f
and wavelength λ. At any point along the radar ray, we can compute the phase, ϕ, of the ray. Finally, an element
ofR is the result of the radar receiving a single return ray.

Let the radar antenna measure the return of a ray that travels along the path shown in Figure 5.3. The range
and azimuth measurements for this path are r = d1 + d2 + d3 and θ2, respectively. If either landmark l1 or l2
are moving relative to the world frame, then the range-rate measurement is biased with respect to a stationary
landmark at r and θ2. If the radar receives true (non-multipath) returns from three stationary landmarks in

x

y
d1

d2

d3

l1l2

θ1θ2

v

Figure 5.3: Diagram of a 2D multipath radar ray reflection. The path of the reflection is transceiver-l1-l2-receiver. The
two blue blocks are the landmarks, where landmarks l1 and l2 are the left and right blocks, respectively. di are distances in
meters, v is the velocity of the radar, and θi are angles in radians. The linear velocity of the system, v, aligns with the y-axis
in this diagram.
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addition to the biased return, then the three returns form an inlier set and RANSAC is able to reject the outlier
measurement. However, the effect of multipath error between two stationary landmarks on the range-rate
measurement requires more investigation. Following the Doppler shift derivation in Rauber and Nesbitt [2018],
we can define the time-varying phase of the electromagnetic wave at the transmitter as

ϕt(t) = 2πftt, (5.12)

where ft is the emitted frequency of the radar wave. The phases of single and multipath reflections at the
receiver are

ϕr,single(t) = 2π

(
ftt− 2

d3 − vt cos(θ2)

λ

)
, (5.13)

ϕr,multi(t) = 2π

(
ftt−

d1 + d2 + d3 − vt cos(θ1)− vt cos(θ2)

λ

)
, (5.14)

where λ and v are the wavelength and speed of the radar, respectively. Rauber and Nesbitt [2018] model the
electromagnetic wave frequency at the receiver as

fr =
1

2π

∂ϕr(t)

∂t
, (5.15)

As a result, the doppler shifts are

fr,single = ft +
2v cos(θ2)

λ
, (5.16)

fD,single =
2v cos(θ2)

λ
, (5.17)

fr,multi = ft +
v (cos(θ1) + cos(θ2))

λ
, (5.18)

fD,multi =
v (cos(θ1) + cos(θ2))

λ
. (5.19)

Figure 5.4 shows the percentage doppler shift error for the multipath reflection relative to a single reflection.
We expect the symmetry in Figure 5.4 because the Doppler shift is a function of the radial velocity. For a fixed
landmark azimuth, we can generate a radial velocity with two possible radar ego-velocity vectors (see Chapter
8.9 in Richards et al. [2010]). That is, if the radar ray originates at angle θ1 and cos (θ1) = cos (θ2), then the
range-rate value fits the model even though there is no landmark at

[
r sin (θ2) r cos (θ2)

]
. Further, the per-

centage doppler shift error is minimal for multipath reflections with small differences between the transmission
and return angles, or angles that are close to the velocity of the radar. After empirically tuning the RANSAC
parameters, we found that RANSAC rejects multipath reflections that deviate from Equations (5.3) and (5.4) by
greater than 2.5%. While some multipath reflections might still be labelled as inliers by RANSAC, these reflec-
tions have a lower radar cross-section relative to single reflections from similar locations and can be rejected by
radar cross-section thresholding. Finally, our discussion here greatly simplifies the (true) interactions between
the radar EM wave and the environment. A more in-depth simulation could be performed to glean a deeper
understanding of how multipath reflections affect ego-velocity estimation.
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Figure 5.4: Percentage doppler shift error for a multipath reflection relative to a single reflection. Multipath reflections that
result in a large change in the reflection and return angles induce a large error in the doppler shift, relative to the single
path reflections. In radar ego-velocity estimation, these reflections are rejected by RANSAC. If the difference between the
initial reflection and return angles of a multipath reflection is small, then the doppler shift error is minimal. Additionally,
the doppler shift error is minimal if the initial reflection and return angles are symmetric about the direction of motion of
the radar.

5.3 Problem Formulation

Let F−→r , F−→c, and F−→w represent the 3D mm-wavelength radar, monocular camera, and stationary world coor-
dinate frames, respectively. As shown in Chiuso et al. [2002], we can use observed, stationary landmarks to
estimate the scaled pose of the camera with respect to F−→w , up to an unknown translational scale factor α.

Rcw(ts) = exp(nr)RcrRwr(ts)
⊺
,

nr ∼ N (03×1,Σr) ,

twc
c (ts) = α(Rcrt

wr
r (ts) + trcc ) + nt,

nt ∼ N (03×1,Σt) ,

(5.20)

where nr and nt are zero-mean Gaussian noise terms for the camera rotation and translation measurements,
respectively, with covariances matrices Σr and Σt. Additionally, the time-varying translation, twr

r (ts), and
rotation,Rwr(ts), are R3 and SO(3) B-splines of order four. Consequently, the camera pose error distributions
are

er,s = log(Rcw(ts)Rwr(ts)Rcr
⊺)∨ ∼ N (03×1,Σr) , (5.21)

et,s = twc
c (ts)− α(Rcrt

wr
r (ts) + trcc ) ∼ N (03×1,Σt) . (5.22)

Given the measurement time, ts, is ti ≤ ts < ti+1 and the normalized time is us, the nonzero partial derivatives
of the error equations are

∂er,s
∂ψcr

≈ −I, (5.23)
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∂er,s
∂ψi

≈ RcrRwr(ts)
⊺
, (5.24)

∂er,s

∂ϕi
j

≈ λj(us)Rcr

 3∏
l=j+1

exp((λl(us)ϕ
i
l)

∧)

⊺

Jr(λj(us)ϕ
i
j), (5.25)

∂et,s
∂α

= −(Rcrt
wr
r (ts) + trcc ), (5.26)

∂et,s
∂ψcr

≈ α(Rcrt
wr
r (ts))

∧, (5.27)

∂et,s
∂ti

= −α(1− λ1(us))Rcr, (5.28)

∂et,s
∂ti+j

= −α(λj(us)− λj+1(us))Rcr, ∀ j = 1, . . . , 3 (5.29)

∂et,s
∂trcc

= −αI, (5.30)

where we assume the errors er,s and et,s have a small magnitude. From our review of B-splines in Chapter 2,
we recall that λ(u) = M̃ku, M̃k is a mixing matrix, uT = [1 u u2 . . . uk−1], and k is the order of the
B-spline. We note that a monocular visual odometry (VO) algorithm (i.e., localization without loop closure)
could provide camera ego-motion measurements, but visual drift will bias these measurements and decrease
calibration accuracy. That said, the radar ego-velocity is a local property of a trajectory and our approach does
not mitigate pose errors induced by visual drift.

We use an ego-velocity sensor as an abstracted representation of the radar unit. For spatiotemporal calibra-
tion, we model the radar ego-velocity as

vr(ts) = −ṫwr
r (ts + τ)− ωrw

r (ts + τ)∧twr
r (ts + τ) + nv(ts + τ),

nv ∼ N (0,Σv(ts + τ)),

ev,s = vr(ts) + ṫ
wr
r (ts + τ) + ωrw

r (ts + τ)∧twr
r (ts + τ) ∼ N (0,Σv(ts + τ)).

(5.31)

In Equation (5.31), τ is the temporal offset of the radar measurements relative to the camera measurements and
nv is the radar ego-velocity measurement noise term that we assume is a zero-mean Gaussian with covariance
matrix Σv (see Equation (5.7)). We choose to model the radar measurements as temporally offset from the
camera measurements because the derivative of Equation (5.21) with respect to a time offset is clearly more
complex than computing the derivative of Equation (5.31) with respect to τ . Importantly, modelling the camera
measurements as temporally offset from the radar measurements is equally valid. Additionally, we choose to
use the robocentric ego-velocity model, but all models in Section 2.5.3 are equally valid. Given the measurement
time, ts + τ , is ti ≤ ts + τ < ti+1 and the normalized time is us, the nonzero Jacobians are

∂ev,s
∂ti

= − λ̇1(us)

∆t
I+ (1− λ1(us))ω

rw
r (ts + τ)∧, (5.32)

∂ev,s
∂ti+j

=
(λ̇j(us)− λ̇j+1(us))

∆t
I+ (λj(us)− λj+1(us))ω

rw
r (ts + τ)∧, (5.33)

∂ev,s

∂ϕj
i

= −twr
r (ts + τ)∧

∂ωrw
r (ts + τ)

∂ϕj
i

, (5.34)

∂ev,s
∂τ

= ẗ
wr
r (ts + τ) + ωrw

r (ts + τ)∧ṫ
wr
r (ts + τ)− twr

r (ts + τ)∧ω̇rw
r (ts + τ). (5.35)
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Using a recurrence relation (from j = k − 1, . . . , 1), Sommer et al. [2020] defines ∂ωrw
r (t)

∂ϕj
i

as

∂ωrw
r (t)

∂ϕj
i

= Pj

∂ωrw
r,(j+1)(t)

∂ϕj
i

, (5.36)

Pk−1 = I, (5.37)

Pj−1 = Pj exp(−λj(u)ϕ
j
i ), (5.38)

∂ωrw
r,(j+1)(t)

∂ϕj
i

= λj(u) exp(−λj(u)ϕ
j
i )(ω

rw
r,(j)(t))

∧
Jr(−λj(u)ϕ

j
i ) + λ̇jI, (5.39)

where u is the normalized time.
The set of parameters x that we wish to estimate are the spline control points (t0...N ∈ R3,R0...N ∈ SO(3)),

the extrinsic calibration parameters (Rcr, t
rc
c ), the camera translation scale factor (α), and the temporal offset

(τ ),
x =

{
t0, . . . , tN , R0, . . . , RN , Rcr, trcc , α, τ

}
. (5.40)

Given Nr radar measurements and Nc camera measurements, our optimization problem is as follows.

Problem 10. Radar-Camera Spatiotemporal Calibration Problem

min
x

Nr∑
s=1

ev,s
⊺Σv,s

−1ev,s +

Nc∑
s=1

er,s
⊺Σ−1

r er,s + et,s
⊺Σ−1

t et,s. (5.41)

We perform this minimization using the Ceres solver from Agarwal et al. [2022], which is a standard non-linear
least squares solver. The ability to calibrate all of the relevant parameters depends upon the identifiability of
problem. In the next subsection, we discuss in the nonlinear observability of the 3D mm-wavelength radar-
camera extrinsic calibration problem, which is then followed by a subsection on the identifiability of 3D mm-
wavelength radar-camera spatiotemporal calibration.

5.4 Observability of Extrinsic Calibration

In this subsection, we demonstrate that radar-to-camera spatial calibration is locally weakly observable. Our
observability proof employs the unit quaternion rotation representation rather than the Lie group representation
of rotations (see Section 5.3). Since the unit quaternion constraint and map from unit quaternions to rotation
matrices are both polynomials, the unit quaternion representation simplifies our mathematical analysis. In this
subsection, we make use of the procedure from Hermann and Krener [1977]. Finally, we discuss one possible
degenerate motion of the system, for which calibration is not possible.

5.4.1 Local Weak Observability

Following the procedure outlined in Hermann and Krener [1977], we define the system equations, compute
the respective Lie derivatives, and show that the nonlinear observability matrix has full column rank. In our
analysis here, the pose, velocity, and acceleration states of the radar-camera system are camera-centric (i.e.,
taken with respect to the camera and not the radar). Since the camera-centric states can be used to determine
the radar-centric states, this change does not affect the observability result.
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Given the camera frame F−→c, the world frame F−→w , and the radar frame F−→r , the state vector for the observ-
ability analysis is defined as

x =
[
tcww

⊺ qwc
⊺ vcw

w
⊺ ωcw

c
⊺ acww

⊺ αcw
c

⊺ α trcc
⊺ qcr

⊺
]⊺
, (5.42)

where t, v, and a denote the translation, linear velocity, and linear acceleration. The vectors ω and α are the
rotational velocity and the rotational acceleration, respectively. Finally, α is the scale factor for the camera
translation (for a monocular camera system). The motion model for the system is

ẋ = f0(x) + f1(x) =



03×1

1
2Ξ(qwc)ω

cw
c

03×1

αcw
c

03×1

03×1

0

03×1

04×1


+



vcw
w

04×1

acww

03×1

03×1

03×1

0

03×1

04×1


. (5.43)

The measurement model equations for the (scaled) camera translation and rotation are, respectively,

h1 = α tcww , (5.44)

h2 = qwc. (5.45)

Finally, the radar ego-velocity measurement equation is

h3 = R⊺(qcr)(R
⊺(qwc)v

cw
w + ωcw∧

c trcc ). (5.46)

The observability analysis requires the zeroth-, first-, and second-order Lie derivatives. The zeroth-order Lie
derivatives are

∇L0h1 =
[
αI3 03×16 tcww 03×7

]
,

∇L0h2 =
[
04×3 I4 04×20

]
,

∇L0h3 =
[
03×3 A R⊺(qcr)R

⊺(qwc) −R⊺(qcr)t
rc∧
c 03×7 R⊺(qcr)ω

cw∧
c B

]
,

(5.47)

where
A = R⊺(qcr)

∂R⊺(qwc)v
cw
w

∂qwc

,

B =
∂R⊺(qcr)(R

⊺(qwc)v
cw
w + ωcw∧

c trcc )

∂qcr

.

(5.48)
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The first-order Lie derivatives are

∇L1
f1h1 =

[
03×7 αI3 03×9 vcw

w 03×7

]
,

∇L1
f0h2 =

[
04×3

1
2Ω(ω

cw
c ) 04×3

1
2Ξ(qwc) 04×14

]
,

∇L1
f0h3 =

[
03×3 C D E 03×3 F 03×1 R⊺(qcr)α

cw∧
c G

]
,

∇L1
f1h3 =

[
03×3 H 03×6 R⊺(qcr)R

⊺(qwc) 03×7 L
]
,

(5.49)

where
H = R⊺(qcr)

∂R⊺(qwc)a
cw
w

∂qwc

,

L =
∂R⊺(qcr)R

⊺(qwc)a
cw
w

∂qcr

.

(5.50)

We do not explicitly require the matricesC, E, and F in Equation (5.49) because the submatrix formed from the
columns corresponding to the rotation states can be shown to be full rank. The matricesD andG are required
for the analysis, but we omit them here for brevity. The second order Lie derivatives are

∇L2
f1h1 =

[
03×13 αI3 03×3 acww 03×7

]
,

∇L2
f0h2 =

[
04×3

1
4 (2Ω(αcw

c )− ωcw
c

⊺ωcw
c I4) 04×3 − 1

2qwcω
cw
c

⊺ 04×3
1
2Ξ(qwc) 04×8

]
.

(5.51)

Stacking the gradients of the Lie derivatives, we arrive at the nonlinear observability matrix,

O =



∇L0h1

∇L1
f1
h1

∇L2
f1f1

h1

∇L0h2

∇L1
f0
h2

∇L2
f0f0

h2

∇L0h3

∇L1
f0
h3

∇L1
f1
h3


. (5.52)

This matrix can be shown to have full column rank, and hence the system is locally weakly observable.1.

5.4.2 Degenerate Motions

Loss of observability will occur whenO in Equation (5.56) does not have full column rank. This proof relies on
non-zero linear and rotational velocities and linear accelerations, so thematrixO clearly loses full rankwhen the
radar-camera platform is not translating, rotating, or accelerating. Additionally, the system must rotate about
more than one axis. We expect this degeneracy because our problem is similar to the one defined by Brookshire
and Teller [2012]. We posit, based on our experiments, that degenerate motions occur infrequently in practice.

1Additional details are in Appendix A
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5.5 Identifiability of 3D Radar-Camera Spatiotemporal Calibration

In this section, we show that the calibration problem is identifiable given sufficient excitation of the radar-
camera system. Our approach is to determine the observability, or ‘instantaneous identifiability,’ of the system
at several different points in time, assuming that the system follows a varying trajectory. Using the rank condi-
tion in Section 4.3.2, we consider local identifiability (cf. locally weak observability) along a trajectory segment
in this section. A similar approach has been taken in Li and Mourikis [2014] and Hewitt and Marshall [2015]
and elsewhere. Following the local identifiability proof, we prove that the calibration problem is weakly iden-
tifiable using the procedure in Section 4.3.2. Finally, we describe several ‘degenerate’ motions for which the
identifiability condition does not hold.

5.5.1 Identifiability of Radar-Camera Spatiotemporal Calibration

We begin by simplifying the state (and parameter) vector that we aim to estimate. Since we are working in
continuous time (or, roughly equivalently, if there are a sufficient number of closely-spaced radar and camera
measurements), the scaled ego-velocity of the camera in the camera reference frame αvcw

c (ti), the rotational
velocity of the camera relative to the inertial frame in the camera frameωc(ti), the radar ego-velocity vr(ti+τ),
and the time derivative of the radar ego-velocity v̇r(ti + τ) are all available. For the purposes of identifiability,
we are able to define the following, modified measurement model,

h(ti) = α(Rcrvr(ti + τ)− ωc(ti)
∧trcc ), (5.53)

where h(ti) is the scaled linear velocity of the camera (vcw
c ) andωc is the rotational velocity of the camera, both

relative to the camera frame. This modified measurement model does not directly rely on the pose of the radar,
thus simplifying the set of parameters that we wish to determine to

x̃ = {trcc , Rcr, α, τ}. (5.54)

To decrease the notational burden, we drop the superscripts and subscripts defining the velocities and ex-
trinsic transform parameters. The gradient of the zeroth-order Lie derivative of the ith measurement is

∇x̃L0h(ti) =
[
−αω(ti)∧ −α(Rv(ti + τ))∧Jl Rv(ti + τ)− ω(ti)∧t αRv̇(ti + τ)

]
, (5.55)

where Jl is the Lie algebra left Jacobian of Rcr . Since the parameters of interest are constant with respect
to time, we are able to stack the gradients of several Lie derivatives (at different points in time) to form the
observability matrix,

O =

∇x̃L0h(t1)

∇x̃L0h(t2)

∇x̃L0h(t3)

 , (5.56)

which, using block Gaussian elimination, can be shown to have full column rank when three or more sets of
measurements are available.

Two comments regarding the analysis are in order. First, we note that the analysis is simplified by considering
the modified measurement equation only (without any higher-order Lie derivatives). Second, there is a subtlety
involved in stacking the gradients of the Lie derivatives at different points in time. The modified measurement
equation depends upon the time derivatives of the camera pose and the radar ego-velocity—this implies that,
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although we do not consider specific control inputs, the system dynamics must be non-null. Stated differently,
varied motion of the radar-camera pair is necessary to ensure identifiability; we discuss this requirement further
in this section. Also, it is worth noting that, as shown in Anguelova [2007] and Kelly et al. [2021], the observation
times must span the temporal offset period.

5.5.2 Degenerate Motions

The conditions under which a loss of observability (identifiability) may occur can be determined by examining
the nullspace of Equation (5.56). Here, we consider the scale parameter and temporal parameter to be known,
which removes the last column of the matrix defined by Equation (5.55)—in turn, only two sets of measurements
are required. The nullspace of∇xL0h(ti) contains the vectors

Ui =

ω(ti) 0 (I− ω(ti)ω(ti)
⊺

∥ω(ti)∥2 )Rv(ti)

0 J−1
l Rv(ti) (I− J−1

l Rv(ti)(J
−1
l Rv(ti))

T

∥J−1
l Rv(ti)∥2 )J−1

l ω(ti)

 , (5.57)

where each column of Ui defines one null vector. To ensure that the stacked observability matrix formed from
∇xL0h(t1) and ∇xL0h(t2) has full column rank (i.e., that the nullspace contains the zero vector only), the
following constraints must be satisfied, at minimum:

ω(t2)× ω(t1) ̸= 0,

v(t2)× v(t1) ̸= 0.
(5.58)

The constraints defined by Equation (5.58) show that the system must rotate about and translate along two non-
collinear axes at different points in time. The rotation constraint is expected from our prior analysis. However,
the rotational velocity of the radar unit cannot be measured directly, which leads to the second excitation re-
quirement. This result is particularly interesting as recovering the second constraint using the criterion from
Hermann and Krener [1977] is difficult. We note that the radar ego-acceleration, v̇r(ti + τ), can be constant
for all i without reducing the column rank of Equation (5.55). Additional constraints can be generated from
the third column of Equation (5.57), but these motions are more difficult to characterize; we posit, based on our
experiments, that these constraints are less likely to be violated in practice. Finally, the addition of the temporal
offset to the system has the potential to introduce additional degenerate motions, although we have not found
any thus far that would impact real-world calibration.

5.6 Experiments

Sections 5.6.1 and 5.6.2 present two different simulation studies and four real-world experiments, respectively.
The four real-world experiments are performed in a variety of environments.

5.6.1 Simulation Studies

We carried out a series of simulation studies to test the robustness of our algorithm to measurement noise.
We generated a pair simulated camera-radar datasets using two different trajectories and varying noise levels
(see Figures 5.5a and 5.5b). The nominal (noise-free) trajectories were selected to ensure sufficient excitation of
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(a) High linear and low rotational velocity trajectory. (b) Low linear and high rotational velocity trajectory.

Figure 5.5: Trajectories for the simulated experiments with associated linear and rotational acceleration plots.

the camera-radar pair for calibration. The median linear and rotational velocities for the trajectory shown in
Figure 5.5a were, respectively, higher and lower than the velocities of the trajectory shown in Figure 5.5b.

We computed the simulated radar ego-velocity and camera pose measurements at points along the nominal
trajectories. Since radar measurements are dependent on antenna-configuration and environment-specific, we
did not simulate radar data at the electromagnetic propagation level. Simulated radar ego-velocity measure-
ments (i.e., vr(ts)) were computed using the known linear and rotational velocities defined by the trajectory.
Consequently, our simulated radar measurements generalize to any radar and environment that produce an un-
biased 3D ego-velocity estimate. Simulated camera pose measurements (i.e.,Rcw(tk) and twc

c (tk)) were derived
from observations of a series of landmark points, arranged in a 2D grid. This configuration of points matches
the configuration of a standard ‘checkerboard’ camera calibration target. In the targetless setting, we can only
estimate the position of the camera up to an unknown scale, as shown in Chiuso et al. [2002]. To simulate a pose
of unknown scale, the checkerboard tracking algorithm is given an incorrect size for the checkerboard squares
and our calibration algorithm must estimate the α that scales the checkerboard squares to the correct size.

For each simulation, we added zero-mean Gaussian noise to the radar ego-velocity measurements (Σvs =

σ2
r I3×3) and to the camera measurements of the checkerboard corners on the simulated image plane (Σpk

=

σ2
c I2×2). For our experiments, we adjusted the radar ego-velocity variance (σr) between 0.05 m/s and 0.15 m/s.

Based on our real-world experiments (see Section 5.6.2), we have found that the radar ego-velocity measurement
noise is closer to the lower end of this range, unless the environment is sparse and too few valid radar returns
are received. We adjusted the variance the of noise added to the measured checkerboard corner coordinates (σc)
between 0.1 and 0.4 pixels; these noise levels are similar to the observed noise in our real-world experiments
Wise et al. [2021].

The error distributions for the spatial calibration parameter estimates (Rcr, t
rc
c ), scale factor (α), and tem-

poral offset (τ ) are shown in Figures 5.6 and 5.7, across the 100 simulation trials. For the high linear and low
rotational velocity trajectory, even in the high-noise regime, the error in the rotation and scale estimates remains
at less than two degrees and one percent, respectively. However, high levels of noise in the radar ego-velocity
measurements result in substantially larger (and more widely distributed) errors in the estimate of the relative
translation of the sensors and of the temporal offset; the errors can be as large as 15 cm and 30 ms, respec-
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Figure 5.6: High linear and low rotational velocity trajectory spatiotemporal calibration results from the simulated exper-
iments. Each subplot is a histogram of the error between the estimated and true parameter values for 100 experiments at a
given level of measurement noise. Each row presents the results for a level of measurement noise. The levels of measurement
noise are a combination of two radar measurement noise levels (σr = 0.05 or 0.2 m/s) and two camera pixel measurement
noise levels (σc = 0.1 or 0.4 pixels). The columns are the error distribution plots for a calibration parameter.

tively. This sensitivity indicates that, prior to use in our algorithm, the radar data should be filtered to remove
high-noise measurements whenever possible.

If the system follows the high-velocity trajectory in Figure 5.5b, then radar data filtering may not be nec-
essary. As shown in Figure 5.7, calibrating the radar along this trajectory results in similar scale and rotation
estimation accuracy as the low velocity trajectory, but drastically improves the translation and temporal offset
estimates; the errors are within 10 cm and 10 ms, respectively. Additionally, our algorithm achieves a compa-
rable spatial calibration error to Doer and Trommer [2020a] on noisier radar ego-velocity data. However, this
high rotational velocity trajectory is challenging for real-world camera localization and is not necessary if the
radar data are sufficiently accurate.
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Figure 5.7: Low linear and high rotational velocity trajectory spatiotemporal calibration results from the simulated exper-
iments. Each subplot is a histogram of the error between the estimated and true parameter values for 100 experiments at a
given level of measurement noise. Each row presents the results for a level of measurement noise. The levels of measurement
noise are a combination of two radar measurement noise levels (σr = 0.05 or 0.2 m/s) and two camera pixel measurement
noise levels (σc = 0.1 or 0.4 pixels). The columns are the error distribution plots for a calibration parameter.
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5.6.2 Real-World Experiments

To verify the performance and accuracy of our algorithm, we carried out a series of real-world experiments
involving four different radar-camera systems. Initially, we discuss the various systems and their implemen-
tation details. Then, we show that radar-camera extrinsic calibration using ego-velocity measurements with
known scale and temporal offset is possible. Next, we show that the set of spatiotemporal calibration param-
eters estimated by our algorithm have a similar level of alignment accuracy as the parameters estimated by
the target-based method of Peršić et al. [2021b]. After comparing our spatiotemporal calibration parameters to
Peršić et al. [2021b], we demonstrate how spatiotemporal calibration can improve the performance of camera-
radar-IMU odometry. Finally, we evaluate the accuracy of our algorithm in a challenging situation involving
sensors mounted on an autonomous vehicle.

Data Collection and Data Preprocessing

The data collection systems are different for each experiment, however each system consists of at least one radar
and one camera. In the experiment with known scale and temporal offset, our data collection rig has a Texas
Instruments (TI) AWR1843BOOST 3D radar and Point Grey BFLY-U3-23S6M-C camera. Both sensors have a
measurement update rate of approximately 10 Hz. For the experiment that compares our method to the method
in Peršić et al. [2021b], the system is a handheld rig that incorporates a TI AWR1843BOOST radar and Point
Grey Flea3 camera. The measurement update rates for the sensors are 20 Hz and 30 Hz, respectively. For the
experiment that involves the dataset from Doer and Trommer [2021], the data collection system is a handheld
rig that mounts on a drone, where measurements are acquired from a TI IWR6843AOP unit, an IDS UI-3241
camera, and an Analog Devices ADIS16448 inertial measurement unit (IMU), operating at frequencies of 10 Hz,
20 Hz, and 409 Hz, respectively. Doer and Trommer [2021] provides additional details about this system. In the
vehicle experiment, we use the data collection system from Burnett et al. [2023]. This system incorporates a
vehicle-mounted TI AWR1843BOOST radar and three Point Grey Flea3 GigE cameras operating at 25 Hz and 16
Hz, respectively.

In our real-world experiments, we use two similar radars that primarily differ in azimuth and elevation reso-
lutions. If two targets have an identical range and range-rate, and are separated by less than the azimuth or eleva-
tion resolution, then the targets will blend together which biases the radar measurement. The AWR1843BOOST
has azimuth and elevation resolutions of 15◦ and 58◦, respectively, while the IWR6843AOP has azimuth and
elevation resolutions of 30◦. As we show in this section, our algorithm is capable of calibrating both radars even
though they have differing radar resolutions. For additional information on the radars used in our experiments,
we refer the reader to Texas Instruments [2020, 2022], which are the user manuals for each radar.

To ensure accurate ego-velocity estimation for our experiments, we set the maximum measurable range-
rate and constant false alarm rate (CFAR) thresholds for our radar units. The maximum range-rate of the radar
must be set above the maximum velocity of the data collection platform because the ego-velocity estimates will
saturate at this value. As shown in Richards et al. [2010], an inverse relationship exists between the maximum
range-rate and maximum range settings and these must be properly balanced for the operating environment.
The on-board radar pre-processing pipeline incorporates a CFAR detector that differentiates targets from back-
ground noise in the received EM signal. Readers searching for more information on CFAR detection should
consult Richards et al. [2010]. Since the definition of background noise is also environment-dependant, we set
the CFAR threshold to ensure that the ego-velocity estimator returned a sufficient number of inliers, while min-
imizing the number of outliers. Before each experiment, we performed a series of ‘test’ data collection runs
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to tune these settings, ensuring that the ego-velocity estimates were not saturating, that there were at least 15
inliers for each measurement, and that the inlier to outlier ratio was above 50%.

There are three data preprocessing steps for the all experiments discussed in this section, while the vehicle
experiment requires a fourth additional preprocessing step. Prior to estimating the calibration parameters using
our algorithm, we first determine radar ego-velocity estimates using the algorithm from Doer and Trommer
[2020b] or Stahoviak [2019].2 Second, we rectify the camera images to remove lens distortion effects. Third,
we use the feature-based, monocular simultaneous localization and mapping (SLAM) algorithm ORB-SLAM3
from Campos et al. [2021] to provide an initial estimate of the (arbitrarily-scaled) pose of the camera at the time
of each image acquisition. While camera pose estimation is possible with any monocular SLAM, we chose this
package for its robustness and accuracy. Finally, for the vehicle experiment, we remove outlier radar ego-velocity
and camera pose estimates using a median filter. The median filter computes the local median and standard
deviation of the signals across a window of time—200ms and 850ms for the radar and camera, respectively. If the
measurement at the center of the window is greater than a chosen threshold from the median, the measurement
is treated an outlier. For the runs in the vehicle experiment, the threshold is set to three standard deviations
from the median, since this value eliminates gross outliers without removing noisy, but valid, portions of the
signals. We found that this step was necessary to ensure data integrity.

Extrinsic Calibration with Known Scale and Temporal Offset

To evaluate the calibration accuracy of our algorithm with a known scale and temporal offset, we perform ex-
trinsic calibration in an environment with a checkerboard target of known size and with the temporal offset
estimate from the method in Peršić et al. [2021b]. Figure 5.8 shows the handheld rig and experimental envi-
ronment. We compare the performance of our algorithm to the 3D reprojection-based algorithm of Peršić et al.
[2021b]. Additionally, the extrinsic calibration (translation and rotation) parameters were carefully measured
by hand for comparison.

Experiments were conducted outdoors to mitigate (to some extent) radar multipath reflections and other
detrimental effects. We placed five specialized hybrid radar-camera targets in the environment for validation
purposes and for comparison with the calibration method in Peršić et al. [2021b]. The trihedral retroreflective
targets are specially-constructed for radar-camera calibration, and consist of a trihedral radar retroreflective
‘corner’ and a visual AprilTag pattern from Olson [2011] printed on paper. As shown in Figure 5.9, a target
has the AprilTag (which is EM transparent) mounted in front of the retroreflector. Using the known AprilTag
scale, the pose of the camera relative to the AprilTag reference frame can be established. The distance from
the origin of the AprilTag frame to the corner of the retroreflector is also known, so the AprilTag enables the
camera to observe the retroreflector corner. During data collection, we moved the radar-camera pair and kept
the radar pointed at the reflector opening of at least one target to ensure a consistent radar reflection. However,
we emphasize that our algorithm does not specifically make use of the retroreflective radar targets; the velocity
of the radar can be determined independently. To enable full pose estimation using monocular camera data, the
environment contains a checkerboard of known scale, as shown in Figure 5.8.

We evaluated the performance of the calibration algorithm by measuring target reprojection error. Using
the extrinsic transform obtained via a given calibration method, the radar measurement of the target can be
projected into the camera reference frame. The distance between the observed 3D position of the retroreflector
corner (from image data) and the projected radar estimate of the retroreflector corner is the target reprojection
error. The retroreflector is more consistently detected than the AprilTag, so we linearly interpolate the mea-

2Available at: https://github.com/christopherdoer/reve and https://github.com/cstahoviak/goggles

https://github.com/christopherdoer/reve
https://github.com/cstahoviak/goggles
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Figure 5.8: The top image is a picture of the handheld data collection rig. The bottom two images show different perspectives
of our data collection environment.

sured position of the trihedral retroreflector corner by the radar at the image timestamps. Figure 5.10 shows the
radar-to-camera reprojection error determined using three different calibration methods: hand-measurement,
the 3D reprojection-based method of Peršić et al. [2021b], and our proposed method. Since the transform esti-
mated by the 3D reprojection method in Peršić et al. [2021b] optimally aligns the AprilTag positions with the
projected radar measurements of the targets, this approach outperforms our algorithm according to this metric,
as expected. However, the difference in the median reprojection error between our proposed method and that
in Peršić et al. [2021b] is less than 4 mm. In contrast to Peršić et al. [2021b], our algorithm does not require any
specialized radar targets in the general case.

Figure 5.9: Our specialized retroreflective radar target used for verification. The left image shows the retroreflector alone,
while the right image shows an AprilTagmounted to a flat cardboard backing that is attached to the front of the retroreflector.
The cardboard material is fully transparent to the radar EM wave.
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Handheld Rig Experiment

In this experiment, we compared the spatiotemporal calibration parameters estimated by our algorithm against
the parameters determined by the target-based method in Peršić et al. [2021b]. To compare the two approaches,
we used a handheld rig to collect a dataset consisting of two parts: one part with no visible calibration targets
(for our algorithm) and one part with visible targets for target-based calibration. We collected both parts on the
dataset during one continuous run, without power-cycling the sensors. Similar to the experiment with known
scale and time offset, our quality metric is the reprojection error, so the target-based calibration can be treated
as the ‘gold standard,’ effectively.

We used the first part of the dataset to perform targetless radar-camera calibration with our algorithm. The
procedure consisted of moving the sensor rig, shown in Figure 5.11, throughout the office environment shown in
Figure 5.12. A segment of the system trajectory estimated by our algorithm is plotted in Figure 2.2. Then, we used
the second part of the dataset to perform target-based calibration with the algorithm described in Peršić et al.
[2021b]. In this case, the procedure consisted of moving a trihedral retroreflective target, shown in Figure 5.9, in
front of the stationary radar-camera rig. Similar to the known scale and temporal offset experiment, the target
opening was directed at the radar to ensure consistent reflections and the measurements of the trihedral corner
by the radar were linearly interpolated to the image timestamps. The second part of the dataset was also used
to evaluate the relative accuracy of the parameters estimated by both algorithms.

Overall, our algorithm achieves a reprojection error distribution that is comparable to the method from
Peršić et al. [2021b]. Table 5.2 shows that the estimated translation and rotation, are, per axis, within 1.6 cm and
3 degrees, respectively, of the values estimated by the target-based method, which is expected from the known
scale and fixed temporal offset case. Additionally, our estimated temporal offset differs from the target-based
method by only 6 ms. Figure 5.13 shows that our algorithm, in a completely targetless manner, produces a
reprojection error distribution with a median that is only 3 mm larger than the target-based method.
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Figure 5.10: The target reprojection error is shown for the following calibration methods: hand-measured, Peršić et al.
[2021b], and our proposed method. All algorithms used the same dataset and all calibration results were obtained from a
held-out dataset.
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AWR1843BOOST
3D mm-Wave Radar

Point Grey
Flea3 Camera

Figure 5.11: Two pictures of our handheld data collection rig. The left image is a front view and the right image is an
isometric view of the radar-camera unit. The radar antennas are mounted in the white area on the red circuit board. From
our CAD model of the handheld rig, the radar-camera translation parameters (i.e., the components of trcc ) are rx = 0.1,
ry = 10.5, and rz = −1.0 cm.

IRS Radar Thermal Visual Inertial Datasets

In this section, we demonstrate the versatility of our algorithm bymaking use of our estimated calibration param-
eters to improve the accuracy of camera-radar-IMU odometry for the system described by Doer and Trommer
[2021]. The extrinsic calibration parameters that accompany the IRS dataset were determined using the radar-
IMU extrinsic calibration process described in Doer and Trommer [2020a] with ad-hoc temporal calibration.
Post-hoc calibration of the radar and camera for the IRS is challenging because the test environments do not
contain any trihedral reflectors (thus, target-based spatiotemporal calibration is not possible) and the motion
of the sensor platform is constrained (i.e., there are no deliberate excitations for calibration). To the best of the
authors’ knowledge, our approach is the only technique that can estimate all of the spatiotemporal calibration
parameters for the datasets described in Doer and Trommer [2021].

We chose to calibrate, and to evaluate the calibration quality, for three IRS datasets from the total of nine
available datasets. We calibrated using theGym,MoCap Easy, andMoCap Medium datasets. These datasets
were collected in two environmentswith varying numbers of features: a large, sparse gymnasium and an feature-
rich office. For the other datasets, poor lighting conditions and rapid motions caused ORB-SLAM3 to fail. To
evaluate on a given dataset, we compute the radar-camera spatiotemporal calibration parameters using our al-
gorithm, and then run RRxIO on the same dataset with our estimated parameters. During evaluation, we disable
the live ‘camera-to-IMU’ extrinsic calibration algorithm that operates as part of in RRxIO. Using the known
ground truth and the estimated RRxIO trajectories, we are able to determine the quality of our calibration using
the following odometry error metrics: the relative translational root mean square error (RMSE RTE), relative
rotational RMSE (RRE), absolute translational RMSE (ATE), and absolute rotational RMSE (ARE).

Table 5.2: Calibration parameters for our handheld dataset. The values in each row are estimated by a different algorithm.
The rotation between the sensors is given in roll-pitch-yaw (i.e., θx, θy , θz) Euler angle form.

rx [cm] ry [cm] rz [cm] θx [rads] θy [rads] θz [rads] τ [ms]

Peršić et al. [2021b] -1.60 11.9 -5.02 -1.59 0.07 -3.12 -63.8
Ours -0.48 12.2 -3.42 -1.62 0.02 -3.15 -57.9
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Figure 5.12: Images from our handheld sensor rig calibration dataset, showing two views of the feature-rich indoor test
environment.

While the parameters estimated by our algorithm are relatively close to the parameters provided in the
RRxIO paper, the use of our parameters result in more accurate odometry estimates. The parameters that our
algorithm recovered for each dataset are shown in Table 5.3. The estimated temporal offset for the Gym dataset
is the only large deviation from the RRxIO-provided value, but, from our experience, the radar temporal offset
can change significantly between system power cycles. Table 5.4 reports the absolute and relative translation
and rotation errors for the RRxIO trajectories after a yaw alignment. The parameters estimated by our algorithm
improve the translation error on all datasets and rotation error for two of the datasets. Notably, the Gym dataset,
which has the largest temporal offset, improves the most.

Vehicle Experiments

In this section, we verify the accuracy of our calibration algorithm by estimating the distance between cameras
mounted on the autonomous vehicle presented in Burnett et al. [2023]. This task was challenging because,
as shown in Figure 5.15, the radar-camera pairs do not share overlapping fields of view, so it is impossible to
perform calibration using a target-based method. Additionally, the constrained motion of the car results in

Figure 5.13: The reprojection error distributions for the state-of-the-art method in Peršić et al. [2021b] and ours.
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Table 5.3: Radar-IMU calibration parameters evaluated using three IRS datasets and RRxIO. The radar-IMU calibration pa-
rameters estimated by our algorithm are a combination of the IRS IMU-camera parameters and the camera-radar parameters
we determined. The rotation between the two sensors is given in roll-pitch-yaw (i.e., θx, θy , θz) Euler angle form.

rx [cm] ry [cm] rz [cm] θx [rads] θy [rads] θz [rads] τ [ms]

RRxIO 6.00 4.00 -4.00 -3.14 0.02 -1.59 8.00
ME† (ours) 4.08 4.71 -5.05 -3.12 0.01 -1.59 13.1
MM† (ours) 3.90 4.46 -5.63 -3.11 0.01 -1.59 15.4
Gym (ours) 3.27 4.48 -3.62 -3.15 -0.06 -1.60 40.7
† These datasets are MoCap Easy (ME) and MoCap Medium (MM).

Table 5.4: Performance evaluation for RRxIO and our algorithm on three IRS datasets. The metrics evaluated are the relative
translational RMSE (RTE), relative rotational RMSE (RRE), absolute translational RMSE (ATE), and absolute rotational RMSE
(ARE).

RTE [%] RRE [deg/m] ATE [m] ARE [deg]

Dataset RRxIO Ours RRxIO Ours RRxIO Ours RRxIO Ours

ME† 0.809 0.669 0.084 0.089 0.177 0.144 1.567 1.918
MM† 1.377 1.097 0.122 0.095 0.351 0.260 2.522 2.027
Gym 1.170 0.752 0.076 0.054 0.308 0.195 2.087 1.349
† These datasets are MoCap easy (ME) and MoCap Medium (MM).

a poorly conditioned problem (i.e., the minimum eigenvalue of the identifiability matrix in Equation (5.56) is
close to zero). The poor conditioning of the problem makes the estimated parameters very sensitive to sensor
measurement noise, which can lead to inaccurate results. To overcome the poor conditioning of this system, we
add an extrinsic calibration prior,

eprior = log(T−1
cr Tcr,prior),

Jprior = eprior
⊺Σ−1

prioreprior,

Σprior =

[
σ2
t I3×3 03×3

03×3 σ2
θ I3×3

]
,

(5.59)

to the optimization problem. For our experiments, the prior for the extrinsic calibration parameters (Tcr,prior)
is derived from hand measurement. We set the prior uncertainty for the translation (σt) to 0.1 m along each axis,
and the prior uncertainty for the rotation to (σθ) 30 degrees. The addition of this term stabilizes the estimation
of the vertical translation between the radar and cameras, in particular. After optimization, less than 1% of the
final cost value is due to the prior error term.

The mounting positions of the radar and three cameras on the car are shown in Figure 5.14, and the corre-
sponding fields of view are shown in Figure 5.15. The the first camera is positioned at the centre of the car and
faces in the direction of travel. The two other cameras are placed to the left and to the right of the centre camera
and point roughly 45 degrees from left and right from the forward axis. The 3D radar is more than one metre
away from all of the cameras, facing towards the rear of the car, opposite the direction of travel.

We collected a total of nine datasets from the radar and the cameras (three datasets per camera) while driv-
ing two laps of a figure eight pattern. The laps occurred in a sparse parking lot environment, where the radar
and camera features lie at a substantial distance from the vehicle. We evaluated the accuracy of our estimated
parameters by comparing the estimated distances between the centre camera and the two side cameras to the
distances measured using a Leica Nova MS50 MultiStation. This method of comparison was selected in part be-
cause camera-to-camera extrinsic calibration is difficult for camera pairs that have minimal field of view overlap.
Additionally, structural components of the car prevent direct measurement of the distance between the radar
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AWR1843BOOST
3D mm-Wave Radar

Point Grey
GigE Cameras

Figure 5.14: Two views of the radar and camera mounting positions on the vehicle used in our experiments. The left image
shows the mounting position of the TI radar. The right image shows the mounting positions of the three Point Grey cameras.
The radar and the cameras do not share overlapping fields of view.

and cameras. Each run of our spatiotemporal calibration algorithm produced an estimated extrinsic calibration,
for a total of three sets of estimated extrinsic calibration parameters for each camera. The transformations be-
tween the centre-to-left and -right cameras are computed by combining two radar extrinsic calibration estimates,
which give a total of 18 camera-to-camera extrinsic calibration estimates (nine left and nine right).

Figure 5.16 shows the distribution of distance errors. The majority of estimated extrinsic calibration param-
eters result in a camera-to-camera distance error of less than 5 cm, with two values that are greater than 10 cm.
This is reasonable because we are chaining together two transforms, with translation magnitudes greater than
1 m, to confirm that the distance from the centre-to-left and -right cameras are both 35 cm.

Calibration Environment

Several notes are in order regarding environments that are suitable for calibration. Although our algorithm
does not require any retroreflective targets for the radar or a specific calibration pattern for the camera, there
are nonetheless some limitations on where calibration can be performed. To ensure accurate ego-velocity es-
timation, the calibration environment should contain, at minimum, four stationary features for ego-velocity
estimation. Empirically, we have found that accurate ego-velocity estimation occurs when there are more than
10 detected features. To ensure accurate camera pose estimation using ORB-SLAM3, the scene should have
sufficient lighting and visual texture. As a result, calibration should not be performed in scenes with many mov-
ing targets, dim lighting, or inclement weather (e.g., fog). However, the accuracy of the camera pose estimates
are dependent on the SLAM algorithm chosen, which may or may not be robust to the previously mentioned
situations.
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Radar
Field of View

Camera
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Figure 5.15: Fields of view of the radar and cameras sensors used for our vehicle experiments.

Figure 5.16: Results from the vehicle calibration experiment, where the radar and the cameras do not share overlapping
fields of view. The distance error is the difference between the estimated and measured distances between the center-left
and center-right cameras. The ground truth distance was determined using a Leica MultiStation.

5.7 Summary and Future Work

In this chapter, we presented a novel targetless radar-camera spatiotemporal calibration algorithm that leverages
ego-velocity measurements as an abstraction of a 3D mm-wavelength radar unit. We proved that the calibration
problem is identifiable and determined the necessary conditions for successful calibration. Through simulation
studies, we demonstrated that our algorithm is accurate, but can be sensitive to the amount of noise present
in the radar range-rate measurements. Further, we evaluated our algorithm in three different, real-world envi-
ronments. First, we showed, using data from a handheld sensor rig, that our approach can match the accuracy
of target-based calibration methods. Second, we presented results indicating that calibration can improve the
localization performance of a hardware-triggered radar-camera-IMU system. Finally, we established that our
calibration framework can be applied to AV systems, where the radar and camera are mounted at a significant
distance from each other and do not share overlapping fields of view.
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There aremultiple potential directions for future research. Notably, we leave the complete characterization of
the sets of unidentifiable trajectories as future work. Additionally, we could investigate alternative cost functions
that explicitly consider alignment errors (similar to Peršić et al. [2021b]) and ego-velocity estimates. A valuable
addition to our approach would be a method to automatically determine the knot spacing required for the
continuous-time spline representation. Alternatively, as demonstrated by Barfoot [2024], we can use Gaussian
processes for our continuous-time representation, which would eliminate the knot spacing issue. Further, the
method could be naturally extended to the multi-camera and multi-radar setting. Finally, other pairs of sensors
could also be considered beyond radar-camera pairs, including radar-inertial sensor combinations, for example.



Chapter 6

Extrinsic Calibration of 2D Radar Pairs

In this chapter, we investigate 2D radar-radar extrinsic calibration using radar ego-velocity estimates only. Al-
though 2D radar data lacks the elevation information contained in 3D radar sensor data, we can examine the
problem of estimating the SE(2) transform between 2D radar sensors An illustration of the problem setup is
shown in Figure 6.1. This task provides a setting to answer the question: which calibration parameters can we
estimate reliably using ego-velocity measurements from a pair of radar units that are limited to scanning in a
horizontal plane?

We show in the sections below that we can recover the yaw angle and the direction of the translation vector
between pairs of coplanar 2D radar sensors from ego-velocity estimates alone. While we are unable to esti-
mate the distance between the sensors, this distance is unlikely to change appreciably from specifications under
nominal operating conditions. In contrast, the orientation (yaw) of each radar can easily be altered (e.g., by
a minor impact) and is difficult to measure by hand. Section 6.1 briefly reviews existing extrinsic calibration
algorithms where one sensor is a 2D radar and where the SE(2) transform between the sensors is determined.
Section 6.2 presents a batch solver for the 2D radar-pair extrinsic calibration problem. In Section 6.3, we prove
that the extrinsic calibration parameters are identifiable, given sufficient excitation. Section 6.4 presents a series
of simulation studies and real-world experiments that analyze the sensitivity of our method to varying levels of
measurement noise. The results from these studies and experiments confirm that our approach is more accurate
and reliable than two state-of-the-art methods. Further, we demonstrate that the full spatial transform can be
recovered when an additional, coarse source of rotational velocity information is available.

6.1 Related Work

While Section 5.1 reviewed some prior work on extrinsic calibration involving 2D radars, we briefly revisit three
extrinsic calibrationmethods that involve at least one 2Dmm-wavelength radar unit and that estimate the SE(2)
spatial transform between the sensors. The method in Olutomilayo et al. [2021] estimates the transformation
that best aligns the point cloud measurements from two rigidly-connected 2D mm-wavelength radars. This
method relies on mutually-observed trihedral reflectors. Burnett et al. [2023] describes an approach to estimate
the SE(2) transform between a 2D radar and a laser ranging unit (lidar), without the need for trihedral reflec-
tors. Specifically, this method applies scan matching to align radar and lidar point clouds, but does require a
large number of jointly-observed features. Notably, co-observing a sufficient number of features is not always
possible for radars and lidars with narrow fields of view. Finally, the method in Kellner et al. [2015] estimates the
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Figure 6.1: Illustration of our 2D radar-to-radar extrinsic calibration problem. Radars a and b measure the range, azimuth,
and range-rate to targets in the environment. Assuming that the targets are stationary in a fixed, world reference frame, we
can estimate the ego-velocity of each radar. Our algorithm fuses the ego-velocity estimates from both radars to estimate the
rotation,R, and translation direction θt between the sensors.

rotation between a car-mounted 2D radar and an IMU by minimizing the difference in estimated lateral veloci-
ties, expressed in the radar frame. While the radar ego-velocity measurements provide lateral velocity directly,
determining the lateral velocity of the radar from IMU measurements requires the IMU rotational velocity and
accurate knowledge of the radar-IMU translation. For each of these methods, 2D radar calibration is limited to
environments that contain trihedral reflectors or to systems that have specific sensor configurations.

6.2 Problem Formulation

LetF−→a andF−→b be the reference frames of two rigidly-attached radar units that share andmove in one horizontal
sensing plane. Additionally, let F−→w be a fixed, inertial world frame. The rotation and translation between the
sensors are elements of SO(2) and R2, respectively, and the ego-velocity measurement models for radars a and
b, at time tj , are

ha(tj) = va(tj) + na(tj), (6.1)

na(tj) ∼ N (0,Σa(tj)) (6.2)

hb(tj) = exp
(
θba

∧) [1 0 −tbaa,y
0 1 tbaa,x

][
va(tj)

ω(tj)

]
+ nb(tj), (6.3)

nb(tj) ∼ N (0,Σa(tj)) (6.4)

where hr,a (tj) and hr,b (tj) are the estimated values from Equation (5.6) for radar measurements a and b at
time tj , respectively. The value va is the ego-velocity of radar a, θba is the rotation from radar a to radar b,
ω(tj) is the rotational velocity of the rigid body relative to F−→w , and tbaa is the translation from radar a to radar
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b, expressed in the reference frame of a. The vectors na(tj) and nb(tj) are additive zero-mean Gaussian noise
terms with covariances Σa(tj) and Σb(tj), respectively. The values of Σa(tj) and Σb(tj) are determined with
use of Equation (5.7). The associated error distributions are

ea,j = ha (tj)− va(tj) ∼ N (0,Σa(tj)) ,

eb,j = hb (tj)− exp
(
θba

∧) [1 0 −tbaa,y
0 1 tbaa,x

][
va(tj)

ω(tj)

]
∼ N (0,Σb(tj)) .

(6.5)

The nonzero Jacobians of the error equations are

∂ea,j
∂va(tj)

= −I, (6.6)

∂eb,j
∂va(tj)

= −exp
(
θba

∧) , (6.7)

∂eb,j
∂ω(tj)

= −exp
(
θba

∧) [−tbaa,y
tbaa,x

]
, (6.8)

∂eb,j

∂tbaa
= −ω(tj)exp

(
θba

∧) [0 −1
1 0

]
, (6.9)

∂eb,j
∂θba

= −
[
− sin (θba) − cos (θba)

cos (θba) − sin (θba)

][
1 0 −tbaa,y
0 1 tbaa,x

][
va(tj)

ω(tj)

]
. (6.10)

Given M pairs of synchronized radar measurements, the vector of parameters that we wish to estimate
includes the ego-velocities of radar a and the rotational velocity of radar a with respect to F−→w , expressed in
F−→a, from time t1 to tM . Additionally, the state vector contains the translation from radar a to b expressed in
F−→a, and the rotation angle from radar F−→a to F−→b. As a result, the state vector takes the form

x⊺ =
[
va(t1)

⊺
ω(t1) · · · va(tM )

⊺
ω(tM ) tbaa

⊺
θba

]
. (6.11)

Our calibration problem is as follows.

Problem 11. 2D Radar-to-Radar Extrinsic Calibration Problem

min
x

M∑
j=1

ea,j
⊺Σa(tj)

−1
ea,j + eb,j

⊺Σb(tj)
−1

eb,j . (6.12)

6.3 Observability Analysis

In this section, we prove that, given sufficient excitation of the system, a subset of the parameters in Equa-
tion (6.11) are identifiable. Initially, we show that variations in the translation scale and rotational velocity are
indistinguishable. To deal with this, we eliminate one degree of freedom by reducing the state space. We then
prove that, for the reduced set of parameters, the problem is locally weakly observable. Since a problem that is
locally weakly observable is also identifiable (in the batch setting), we use the rank criterion defined by Hermann
and Krener [1977] in our proof. We then discuss a method to initialize the state vector. Finally, we highlight
important degenerate motions which result in a loss of observability and potentially also of identifiability.
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6.3.1 Scale and Rotational Velocity Indistinguishability

Unfortunately, Problem 11 has infinitely many indistinguishable solutions. Given any solution that minimizes
Problem 11, another minimizer can be found by arbitrarily scaling ω(tj) ∀ j = 1, . . . ,M and tbaa by γ ∈ R
and 1

γ , respectively. However, the problem can be made distinguishable (identifiable) by reducing the size of the
state space.

To make the optimization problem identifiable (see Section 6.3.2), we constrain

∥∥tbaa ∥∥2 = 1. (6.13)

We enforce this constraint by setting

tbaa =

[
cos(θt)

sin(θt)

]
, (6.14)

where θt is the angle from the x-axis of radar a to the line of possible translations between radars a and b. By
enforcing this constraint, the estimated rotational velocity is scaled by the magnitude of the translation between
radars a and b. We denote the scaled rotational velocity as ωγ(tj). Additionally, a solution with θt and ωγ(tj) is
indistinguishable from a solution with θt + π and −ωγ(tj), so we ensure 0 ≤ θt < π. Consequently, our vector
of parameters for the optimization problem becomes

x⊺ =
[
va(t1)

⊺
ωγ(t1) · · · va(tM )

⊺
ωγ(tM ) θt θba

]
. (6.15)

We substitute Equation (6.14) into Problem 11 and solve the problem using the Levenberg-Marquardt algorithm.

6.3.2 Observability of Extrinsic Calibration

Let hr,a (tj) and hr,b (tj) be 2D radar ego-velocity measurements. We define the state at time tj as

xT (tj) =
[
ωγ(tj) αγ(tj) θt θba

]
, (6.16)

where αγ(tj) is the instantaneous rotational acceleration.1 The motion model for the system is

ẋT (tj) =
[
αγ(tj) 0T

3×1

]
. (6.17)

We can substitute Equation (6.1) into Equation (6.3), which simplifies the measurement model to

hb(tj) = exp
(
θba

∧)(ωγ(tj)

[
− sin θt

cos θt

]
+ ha(tj)

)
. (6.18)

The zeroth-order Lie derivative is

∇xL
0hb (tj) =

[
a 0 b c

]
, (6.19)

a = exp
(
θba

∧) [− sin θt

cos θt

]
, (6.20)

1The analysis can, in fact, be simplified by removing the rotational acceleration state; we use this formulation, specifically, in Section 6.3.4.
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b = ωγ(tj)exp
(
θba

∧) [− cos θt

− sin θt

]
, (6.21)

c =

[
− sin (θba) − cos (θba)

cos (θba) − sin (θba)

](
ωγ(tj)

[
− sin θt

cos θt

]
+ ha (tj)

)
. (6.22)

The first-order Lie derivative is

∇xL
1
fhb (tj) =

[
0 d e g

]
, (6.23)

d = exp
(
θba

∧) [− sin θt

cos θt

]
, (6.24)

e = αγ(tj) exp
(
θba

∧) [− cos θt

− sin θt

]
, (6.25)

g = αγ(tj)

[
− sin (θba) − cos (θba)

cos (θba) − sin (θba)

][
− sin θt

cos θt

]
. (6.26)

The observability matrix of this system can be written as

O =

[
∇xL

0hb (tj)

∇xL
1
fhb (tj)

]
, (6.27)

which has full column rank except when the sensor platform motion is degenerate, as discussed in Section 6.3.4.

6.3.3 Problem Initialization

Since measurements from the two radar sensors provide no rotational velocity information, we require a method
to initialize the rotational velocities that appear in Equation (6.15). To begin, we determine θba by finding the
K pairs of ego-velocity estimates that have similar magnitudes. Using these ‘velocity pairs,’ we compute

θba,l = arcsin
([

0 0 1
]([ha(tl)

0

]
×
[
hb(tl)

0

]))
. (6.28)

The initial value of θba is the median of θba,l ∀ l = 1, ...,K . To initialize θt, we use

bj =
[
bx,j by,j

]⊺
= exp

(
−θba∧

)
hr,b (tj)− hr,a (tj) ,

θt,j = arctan2
(

by,j
∥bj∥2

,− bx,j
∥bj∥2

)
.

(6.29)

Each θt,j is mapped to the corresponding valuewithin [0, π) and the initial θt is themedian of θt,j ∀ j = 1, ...,M .
By fixing θt and θba, Problem 11 becomes an unconstrained quadratic problem. We use a standard linear solver
to determine the initial estimates for ωγ(tj) and va(tj) ∀ j = 1 . . .M .
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6.3.4 Degeneracy Analysis

The system is unobservable (and potentially unidentifiable) whenO does not have full column rank. The deter-
minant of the observability matrix is

det(O) =
[
0 0 αγ(tj)

][ha(tj)

0

]
×

cos θtsin θt

0


 , (6.30)

which is rank-deficient when det(O) = 0. As a result, the system must have nonzero rotational acceleration,
αγ , and nonzero ego-velocity, ha(tj). Additionally, the direction of ego-motion must not align with the sensor
translation axis.

6.4 Experiments

To verify the performance of our algorithm, we conducted a series of simulated and real-world experiments.
First, we show, using simulated data, that our algorithm is robust to realistic levels of radar measurement noise
and that it yields an improved ego-velocity estimate. Second, we compare our approach to two state-of-the-art
methods on the publicly-available Endeavour dataset.2

6.4.1 Simulation Studies

We performed a series of simulation studies to evaluate the robustness of our algorithm to measurement noise.
We varied the simulation duration and the level of noise and generated 100 randomized trials with each pair of
settings. Each simulation ranged in duration from 15 s to 120 s; the simulated sensor platform followed a periodic,
nominal (noise-free) trajectory with sufficient excitation for our calibration problem (see Figure 6.2). The radar
ego-velocity estimates for radars a and b were computed using the ground truth linear and rotational velocities
of the platform along the trajectory. Ego-velocity measurements from radars a and b were then corrupted with
zero-mean Gaussian noise (Σa(tj) = Σb(tj) = σ2

rI2), where the standard deviation of the noise (σr) ranged
from 0.05 m/s to 0.2 m/s. Based on our experiments (discussed in more detail in Section 6.4.2), we found the
real-world measurement noise to be at the lower end of this range.

The error distribution of the estimated calibration parameters is shown in Figure 6.3. For most noise levels
and durations, our estimated translation direction and rotation angle are, respectively, within 2◦ and 3◦ of the
ground truth. Figure 6.4 shows that the median of the estimated ego-velocity errors for radars a and b are
both 4 cm/s lower than the raw estimates. Importantly, this improvement can be achieved without the need for
additional rotation information.

6.4.2 Real-World Experiments

We demonstrate the reliability of our method and compare to two state-of-the-art algorithms on the Endeav-
our dataset. Post-hoc extrinsic calibration for this dataset is challenging because the environments contain no
trihedral reflectors. We demonstrate that the lack of trihedral reflectors has a negligible impact on our method,
but is detrimental to the method in Olutomilayo et al. [2021]. Additionally, we show that the parameters es-
timated by our method result in smaller velocity errors than the parameters estimated by two state-of-the-art

2The dataset is available at: https://gloryhry.github.io/2021/06/25/Endeavour_Radar_Dataset.html

 https://gloryhry.github.io/2021/06/25/Endeavour_Radar_Dataset.html
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Figure 6.2: Top: ego-velocity of radar a over 15 s. Bottom: rotational velocity of radar a over 15 s. Both plots show the full
period of the velocity functions.

methods. The first technique follows the approach in Olutomilayo et al. [2021]. To build the required map for
this method, we collate measurements from one radar while the vehicle is stationary. The second method is
similar to the approach in Burnett et al. [2023]. The parameters estimated by this method are included in the
Endeavour dataset. Next, we demonstrate that normal driving motions provide sufficient excitation to calibrate
radar pairs that have translation axes which align with the forward direction of the vehicle. Finally, we show
that, when a source of rotational velocity information is available, the scale of the translation between the radar
pair can be estimated.

The Endeavour dataset was collected from a small shuttle bus driving around three different loops in a
campus setting. The dataset contains two runs for each loop, where each run is roughly 10 minutes long. The
shuttle bus has a BDStar Navigation Npos320 RTK GNSS, four Velodyne VLP-16 lidars, and five Continental
ARS430 radars, which operate at 100 Hz, 10 Hz, and 14 Hz, respectively. The radar labelled Near_5 is mounted

Figure 6.3: Absolute translation direction and rotation angle error for our algorithm at varying levels of measurement noise
and simulation durations. The translation direction is the angle from the x-axis of radar a to the line of indistinguishable
translations between radars a and b.
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Figure 6.4: Raw and fused ego-velocity estimate errors of radars a and b for an experiment that is 120 s in duration with a
measurement noise level of 0.2 m/s.

Table 6.1: θt and θba parameters estimated by each method on East2. Radar a is Near_5 for every parameter given.

Near_1 Near_2 Near_3 Near_4

Method θt θba θt θba θt θba θt θba

Endeavour 1.71 -1.57 1.44 1.59 2.73 -1.58 0.33 1.56
Olutomilayo et al. [2021] 1.36 -1.60 1.41 1.58 2.16 -1.61 0.39 1.56
Ours 1.74 -1.58 1.41 1.61 2.79 -1.58 0.35 1.56

*All angles are in radians.

on the front bumper and observes the environment in front of the vehicle. Radar pairs Near_3–Near_1
and Near_4–Near_2 observe the environment surrounding the sides of the vehicle. Radars Near_3 and
Near_1 are mounted on the front and back driver’s side of the vehicle, while radars Near_4 and Near_2
are mounted on the front and back passenger side of the vehicle.

Before applying our method to the Endeavour dataset, we tuned our RANSAC-based ego-velocity estimator,
synchronized the radar measurement timestamps and removed zero-velocity measurement pairs. For RANSAC,
the inlier and outlier thresholds were set to 40% of the number of measured reflections and 0.025 m/s, respec-
tively. These thresholds were determined using the radar and GNSS velocity data from East_2. To temporally
synchronize the data streams, we aligned the radar measurement timestamps using linear interpolation. Finally,
we removed ego-velocity measurement pairs with magnitudes less than 0.05 m/s to improve the signal-to-noise
ratio in the calibration problem.

Estimating the transforms for Olutomilayo et al. [2021] required two pre-processing steps. First, we identified
stationary radar measurements using the RTK GNSS data and removed points that were observed less than five
times. Next, we expressed (using the Endeavour parameters) the radar point clouds in a common reference frame
and associated points that were within a 10 cm threshold. Finally, the extrinsic transforms from Olutomilayo
et al. [2021] and Endeavour were chained together to compute the rotation angles and translation axes relative
to Near_5.

Table 6.1 shows that our estimates are within 3◦ of the provided values, while the values from Olutomilayo
et al. [2021] deviate significantly from the provided values. This deviation is due to the narrow overlap between
the fields of view of some of the radar pairs, which results in sparse overlapping point clouds. Often, this
systematic issue results in the data collection runs having insufficient information for themethod in Olutomilayo
et al. [2021] to operate properly (see Table 6.2).

We use the mean velocity error magnitude to evaluate the accuracy of the calibration parameters given in
Table 6.1. The velocity error of a radar measurement pair, ha(tj) and hb(tj), is eb,j from Equation (6.5), where
va(tj) = ha(tj), θba is the estimated rotation, θt is the estimated translation axis, and ωγ(tj) is the value that
minimizes the magnitude of eb,j . Table 6.3 shows the mean velocity error magnitude for each run, radar pair,
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and set of parameters. Our parameters yield lower velocity errors in almost all cases, reducing the mean error
magnitude for the Near_5–Near_4 radar pair by over 1 cm/s.

Due to the configuration of radar pairs Near_3–Near_1 and Near_4–Near_2, the ego-motion of
the vehicle driving forward aligns with the translation axes of these pairs, which, in theory, should make the
calibration data poorly conditioned. However, these radar pairs are mounted on the periphery of the vehicle,
so any rotational velocity induces unaligned ego-motion measurements. Carrying out calibration on data from
pairs Near_3–Near_1 and Near_4–Near_2, with initial calibration parameters greater than 20◦ from the
Endeavour values, results in estimated parameters that are consistently within 3◦ of the Endeavour values; this
indicates that the problem is not poorly conditioned.

By including a third sensor that is able to measure rotational velocity, we can estimate the (metric) scale
of the translation between the radars, without requiring the exact extrinsic transform of the third sensor to be
known. The magnitude of the rotational velocity of a rigid body is the same for all points on the body, allowing
us to match the unscaled radar estimate to the rotational velocity of the third sensor. For example, assuming
that the z-axis of an on-board GNSS receiver is roughly perpendicular to the sensing plane of the radar units, we
can apply constant-acceleration smoothing and linear interpolation of the GNSS pose measurements to estimate
rotational velocity. We tried this approach on the Endeavour dataset. After removing measurement pairs with
rotational velocity magnitudes less than 0.1 rad/s, we computed the translation estimates. Table 6.4 shows that,
in most cases, the metric translation values recovered by our algorithm are closer to the ground-truth Endeavour
dataset values than those estimated by Olutomilayo et al. [2021]. While the sign of the translation may still be
positive or negative (i.e., one z-axis could be inverted), this information can be easily determined from a rough
model of the system.

6.5 Summary and Future Work

This chapter presented a 2D radar-to-radar extrinsic calibration algorithm that uses radar ego-velocity data only.
Importantly, we have proved that the yaw angle and the axis of translation between the sensors can be identified
given sufficient excitation. Using simulations, we demonstrated that our calibration method is robust to varying
levels of radar measurement noise and that we are able to improve the raw radar ego-velocity estimates. Finally,
we showed, using data from a vehicle, that our algorithm was more reliable and accurate than a state-of-the-art
method.

There are multiple potential directions for future research. We could extend our approach to 3D radar sen-
sors, similar to those discussed in Wise et al. [2021] and Wise et al. [2023]. We could also carry out temporal
calibration using ego-velocity estimates, which may simplify the estimation problem for some systems. Finally,
our calibration algorithm enables unbiased ego-velocity and biased rotational velocity estimates (i.e., the rota-

Table 6.2: Identifiability of Olutomilayo et al. [2021] for each run and radar pair in the Endeavour dataset. Our algorithm is
identifiable for each run and radar pair.

Data Collection Run

Radar Pairs East1 East2 Mid1 Mid2 West1 West2

Near_1–Near_3 ✓ ✓ ✓ ✓ ✓ ✓
Near_2–Near_4 ✓ ✓ ✓ ✓ ✓ —
Near_3–Near_5 — ✓† — — — —
Near_4–Near_5 — ✓ — — — —

† This problem is only identifiable using features that appear in less than 5% of
measurements.
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Table 6.3: Endeavour mean velocity error magnitude for each run excluding East2, which was used to estimate the
calibration parameters. The errors presented below show how consistent the estimated parameters are when explaining the
velocity vector field of a system with a unit moment arm.

Near_5–Near_1 Near_5–Near_2 Near_5–Near_3 Near_5–Near_4

Data Endeavour Olutomilayo Ours Endeavour Olutomilayo Ours Endeavour Olutomilayo Ours Endeavour Olutomilayo Ours

Mid1 0.0218 0.0591 0.0175 0.0232 0.0242 0.0173 0.0185 0.0928 0.0173 0.0411 0.0334 0.0184
Mid2 0.0215 0.0580 0.0170 0.0228 0.0235 0.0166 0.0195 0.0885 0.0288 0.0289 0.0240 0.0140
East1 0.0206 0.0657 0.0152 0.0208 0.0212 0.0157 0.0152 0.0846 0.0139 0.0305 0.0249 0.0121
West1 0.0206 0.0574 0.0175 0.0247 0.0249 0.0179 0.0151 0.1323 0.0146 0.0354 0.0285 0.0149
West2 0.0210 0.0558 0.0176 0.0259 0.0266 0.0192 0.0189 0.1320 0.0178 0.0515 0.0411 0.0224

*All values are in m/s.

Table 6.4: Estimated translation magnitude for each method on East2. Radar a is Near_5 for every parameter given.
The bolded values are the translation magnitudes closest to the Endeavour parameters.

Method Near_1 Near_2 Near_3 Near_4

Endeavour 5.68 5.82 0.83 0.86
Olutomilayo et al. [2021] 4.87 6.04 0.47 0.96
Ours 6.08 5.54 0.77 0.95

*All values are in m.

tional velocity is scaled). Similar to Forster et al. [2017], we can integrate these velocities across time to form a
biased discrete motion model, which would simplify radar data association between measurements at different
times.
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Certifiable Hand-Eye Calibration

Usually, the term hand-eye (HE) calibration usually refers to the process of determining the transformation
between a robotic manipulator and a pose sensor mounted on or held by the manipulator. However, Brookshire
and Teller [2011, 2012] show that the common AX = XB formulation of this problem can be applied to any
sensor pair, when both sensors can be abstracted as pose sensors (e.g., stereo cameras, 3D lidar units, and GNSS-
INS devices). Throughout this chapter, we refer to the sensor-agnostic AX = XB problem as HE calibration,
where X is the estimated transformation. Figure 7.1 is a diagram of the HE calibration formulation. While
Giamou et al. [2019] present a certifiably optimal solver for the HE problem, their method does not support
‘scaled’ pose sensors (e.g., monocular cameras), which are frequently used in robotics.

We extend the certifiably optimal hand-eye calibrationmethod in Giamou et al. [2019] to solve themonocular
hand-eye calibration problem. Specifically, we extrinsically calibrate two rigidly-connected sensors, where one
sensor is a pose sensor and the other sensor is a scaled pose sensor (i.e., can be abstracted as such). Going forward,
we refer to each sensor as either a pose or scaled pose sensor for brevity. In Section 7.1 we survey traditional HE
calibration methods. Starting from a probabilistic MLE problem, Section 7.2 extends the formulation in Giamou
et al. [2019] to include a scaled pose sensor in the HE calibration problem. Section 7.3 presents a fast and
certifiably optimal solver that leverages the Lagrangian dual of our problem. In Section 7.4, we use simulation
studies to compare the estimation accuracy of our algorithm to another HE calibration solver.2 Finally, we offer
concluding remarks and ideas for future work in Section 7.5.

7.1 Related Work

The hand-eye (HE) calibration problem has been studied since the 1980s and we direct readers to the short
literature reviews in Heller et al. [2014] and Hu et al. [2019] for more information on recent approaches. Herein,
we review three categories of methods: separate, joint, and probabilistic. Table 7.1 briefly summarizes the
characteristics of all the algorithms discussed in this section.

Early HE calibration algorithms solve for the rotation and translation parameters separately. Given the
rotation parameters, estimating the translation is trivial, so these methods focus on fast, closed-form solutions
for estimating the rotation between the sensors. As a result, the primary difference between these methods are
the geometric constraints used in the rotation estimation problem. Tsai and Lenz [1989] develop a geometric

2See https://github.com/utiasSTARS/certifiable-calibration for Python code implementing our algorithm and exper-
iments.
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Figure 7.1: We perform extrinsic calibration between a sensor (a) that is able to provide egomotion estimates with known
scale and a monocular camera (b) that cannot observe the scale, α, of its translational motion. A quadratically-constrained
quadratic program (QCQP) formulation of hand-eye calibration is relaxed into a convex semidefinite program (SDP) which
can be efficiently solved to yield a globally optimal estimate of the extrinsic transformation matrixTba. The use of a convex
relaxation permits certification of global optimality; we prove that the relaxation is guaranteed to be tight whenmeasurement
noise is bounded.

model that relates the rotation axes ofA andB. This model enables a closed form solution to the rotation matrix
estimation problem. By treatingA,B, andX as elements of SE(3), Park andMartin [1994] are able to formulate
the rotation estimation problem as a least-squares problem with a closed-form solution. While these two-stage
closed-form solvers are fast, these algorithms are sensitive to measurement noise because of the decoupling
between the rotation and translation error terms.

To make HE calibration more robust to measurement noise, some methods jointly minimize the rotation
and translation errors. Daniilidis [1999] uses a dual quaternion formulation and singular value decomposition
(SVD) to solve the HE calibration problem. Andreff et al. [2001] relax the nonlinear HE calibration problem
to a linear problem. To ensure the estimated rotation matrix is an element of SO(3), the estimated solution is
projected onto the manifold of SO(3). Further, Andreff et al. [2001] present a solution to the monocular HE
calibration problem. Čolaković-Bencerić et al. [2023] explore solving the joint HE calibration problem using
the on-manifold optimization approach shown in Section 3.1.4. Similar to Daniilidis [1999], Wei et al. [2018]
formulate the monocular HE calibration problem using dual quaternions, but their method leverages a second-
order cone program to solve the problem. Heller et al. [2014] casts the cost function and constraints of the HE
calibration problem as polynomials consisting of even-powered monomials. Using the Laserre hierarchy, Heller
et al. [2014] perform a convex relaxation on the problem, which can be solved using any SDP solver. Giamou

Table 7.1: Summary of calibration methods for HE algorithms.

Method Joint Probabilistic Certifiable Scale Estimation

Tsai and Lenz [1989] ✗ ✗ ✗ ✗
Park and Martin [1994] ✗ ✗ ✗ ✗
Daniilidis [1999] ✓ ✗ ✗ ✗
Andreff et al. [2001] ✓ ✗ ✗ ✓
Čolaković-Bencerić et al. [2023] ✓ ✗ ✗ ✗
Wei et al. [2018] ✓ ✗ ✓ ✗
Heller et al. [2014] ✓ ✗ ✓ ✗
Giamou et al. [2019] ✓ ✗ ✓ ✗
Wodtko et al. [2021] ✓ ✗ ✓ ✓
Nguyen and Pham [2018] ✗ ✓ ✗ ✗
Brookshire and Teller [2011, 2012] ✓ ✓ ✗ ✓
Ours ✓ ✓ ✓ ✓
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et al. [2019] formulate the HE calibration problem as a QCQP and solve the problem using an SDP relaxation.
Wodtko et al. [2021] leverage dual quaternions to formulate the monocular HE calibration problem as a QCQP.
Their algorithm solves the Lagrangian dual of this QCQP. Horaud andDornaika [1995] compare a variety of joint
and separate nonlinear optimization approaches to the HE problem. The authors conclude that joint methods
provide more accurate solutions in the presence of noise than the two-stage closed-form methods. Finally, these
joint methods minimize a purely geometric cost function and are not probabilistic. Consequently, the accuracy
of each method depends on the distributions of the noisy translation and rotation measurements.

Recent research extends the hand-eye formulation to generic robotic platforms (e.g., self-driving vehicles
Walters et al. [2019]) and noisy measurements. Nguyen and Pham [2018] formulate a probabilistic extension
of Park and Martin [1994]. Brookshire and Teller [2011, 2012] develop a probabilistic, joint dual-quaternion
formulation of the HE calibration problem, which they solve using a nonlinear optimization scheme. However,
bothmethods do not provide any guarantee that they have found the optimal solution. In this chapter, we present
a probabilistic formulation of the monocular HE calibration problem that allows us to certify the optimality of
our solution.

7.2 Problem Formulation

In this section, we formulate our problem by extending the known-scale case found in Giamou et al. [2019].
Initially, we review the geometric constraints of the HE calibration problem. Using these constraints, we present
an MLE approach to HE calibration. We conclude this section by casting the MLE approach as a homogeneous
QCQP.

7.2.1 Geometric Constraints

We denote two rigidly connected sensor reference frames asF−→a andF−→b. Additionally, we introduce an arbitrary
fixed inertial world frame F−→w . Since the sensors are rigidly connected, there is some constant Tba ∈ SE(3)

that describes the transformation between F−→b and F−→a. At time ti, the sensors measure Twb(ti), and Twa(ti),
which we can relate using

Twb(ti) = Twa(ti)Tab. (7.1)

With basic algebraic manipulation, we can derive the central equation in the HE problem:

Twb(ti+1) = Twa(ti+1)Tab,

Twb(ti)T
−1
wb (ti)Twb(ti+1) = Twa(ti)T

−1
wa(ti)Twa(ti+1)Tab,

Twb(ti)Bi = Twa(ti)AiTab,

T−1
wa(ti)Twb(ti)Bi = AiTab,

AiTab = TabBi,

(7.2)

where Bi = T−1
wb (ti)Twb(ti+1) and Ai = T−1

wa(ti)Twa(ti+1). Going forward, we label Tab as X for brevity.
Consequently, we arrive at a well known formulation of the HE problem,

AiX = XBi. (7.3)
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The constraint shown in Equation (7.3) can be expanded and split into rotation and translation constraints.[
RAi

tAi

0 1

][
RX tX

0 1

]
=

[
RX tX

0 1

][
RBi

tBi

0 1

]
, (7.4)

RAi
RX = RXRBi

, (7.5)

RAi
tX + tAi

= RXtBi
+ tX. (7.6)

Equations (7.5) and (7.6) are the geometric translation and rotation constraints for the HE calibration problem
if both sensors are pose sensors.

For our problem, one sensor is a scaled pose sensor, so we need to incorporate the unknown scale factor into
the HE geometric constraints. The four possible translation constraints with the unknown scale factor are

RAi
tX + γtAi

= RXtBi
+ tX, (7.7)

1

γ
RAi

tX + tAi
=

1

γ
RXtBi

+
1

γ
tX, (7.8)

RAitX + tAi = γRXtBi + tX, (7.9)
1

γ
RAi

tX +
1

γ
tAi

= RXtBi
+

1

γ
tX, (7.10)

where γ is the factor that ‘corrects’ the scaled translation. Equations (7.7) and (7.8) assume that sensor a is
the scaled pose sensor, while Equations (7.9) and (7.10) assume that sensor b is the scaled pose sensor. Further,
Equations (7.7) and (7.9) correct the scaled translation, while Equations (7.8) and (7.10) scale the system and pose
sensor translation. To ensure that the geometric constraints are linear with respect to the unknown variables,
we combine the unknown variables. As a result, Equations (7.7) to (7.10) become

RAi
tX + γtAi

= RXtBi
+ tX, (7.11)

RAi
tX,α + tAi

= RX,αtBi
+ tX,α, (7.12)

RAitX + tAi = RX,γtBi + tX, (7.13)

RAi
tX,α + αtAi

= RXtBi
+ tX,α, (7.14)

whereα = 1
γ and scaled variables have the subscriptsα or γ. In Equations (7.12) and (7.13), the translation vector,

tBi , is a measurement, so we must combine, or scale, the unknown rotation, RX, with α or γ, respectively. To
align with Giamou et al. [2019], we do not use equations with scaled rotations. Unlike Equations (7.12) and (7.13),
the rotation matrix, RAi , in Equation (7.14) is a measurement, so we arrive at a linear cost function by scaling
the unknown translation vector, tX. We choose to use either Equation (7.11) or (7.14) in our HE calibration
problem.

7.2.2 Maximum Likelihood Estimation

Herein, we justify our choice of using Equation (7.14) to model the scaled translation and derive our optimization
problem starting from an MLE problem instance. To start, we assume that the pose sensor measurements are
noiseless. Using Equations (7.11) and (7.14), the scaled translation measurement models are, respectively,

tAi
=

1

γ
(RXtBi

+ tX −RAi
tX) + nt(ti), (7.15)
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tBi = RX
⊺ (RAitX,α + αtAi − tX,α) + nt(ti), (7.16)

where nt(ti) ∼ N
(
0, σt

2I3
)
and σt is the standard deviation of the scaled translation measurement. To ensure

that the error equations are linear with respect to our unknown variables, we must multiply Equation (7.15) by
γ and Equation (7.16) byRX. Multiplying Equation (7.15) by γ scales nc by γ, which we cannot account for in a
QCQP. However, we can multiply Equation (7.16) by RX without modifying the subsequent error distribution.
As a result, we choose to use Equation (7.16) for our optimization problem. Finally, the measurement model for
the rotation component of the scaled pose measurement is

RBi
= RY

⊺RARXRn(ti), (7.17)

where Rn(ti) ∼ Lang(I, κ). Notably, this rotation measurement model includes a right perturbation that is
drawn from a Langevin distribution. In this subsection, we show that this choice enables a quadratic cost func-
tion, which we cannot achieve with the left Lie algebra perturbation approach in Chapter 5.

In this MLE problem, we wish to find

{X⋆, α⋆} = argmax
X∈SE(3),α∈R

p({B1, . . . ,BN}|X,Ai). (7.18)

We assume that all noise variables Rn(ti) and nt(ti) are uncorrelated for i = 1, . . . , N . The problem becomes

{X⋆, α⋆} = argmin
X∈SE(3),α∈R

−
N∑
i=1

(log(p(tBi
|X,Ai)) + log(p(RBi

|X,Ai))), (7.19)

where we have also computed the negative log likelihood of the MLE problem. The log likelihood of tBi is

log(p(tBi
|X,Ai)) = −

1

2σc
2
∥RX

⊺ (RAi
tX,α + αtAi

− tX,α)− tBi
∥22 . (7.20)

With some algebraic manipulation, the log-likelihood becomes

log(p(tBi
|X,Ai)) = −

1

2σc
2 ∥RAi

tX,α + αtAi
−RXtBi

− tX,α∥22 . (7.21)

Following the derivation in Rosen et al. [2019], the log likelihood of p(RBi
|X,Ai) is

log p(RBi
|X,Ai) =− c(κ) + κtr (RX

⊺RAi

⊺RXRBi
) , (7.22)

log p(RBi |X,Ai) =− c(κ)− κ

2
∥RAiRX −RXRBi∥2F + 3, (7.23)

where tr (A⊺B) = d− 1
2 ∥A−B∥2F . Finally, we arrive at our MLE problem.

Problem 12. Monocular Hand-Eye Calibration as a QCQP.

min
RX,tX,α,α

Jt + JR,

s.t. RX ∈ SO(3),
(7.24)
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where

JR =

N∑
i=1

κ ∥RAi
RX −RXRBi

∥2
F
,

Jt =

N∑
i=1

1

σt
2
∥RAi

tX,α + αtAi
−RXtBi

− tX,α∥22 .

7.2.3 Standard QCQP Formulation

Notably, Problem 12 is not in the standard QCQP form. With use of the identity AXB = (BT ⊗A) vec (X)

from Fackler [2005], the cost function of Problem 12 becomes

Mi
R =

[
09×4 I3 ⊗RAi

−RBi

⊺ ⊗ I3

]
,

JR = κ
N∑
i=1

x⊺Mi
R

⊺
Mi

Rx,

Mi
t =

[
RAi

− I3 tAi
−tBi

⊺ ⊗ I3

]
,

Jt =
1

σt
2

N∑
i=1

x⊺Mi
t

⊺
Mi

tx,

x⊺ =
[
tX,α

⊺ α rX
⊺
]
,

JR + Jt = xTQx,

(7.25)

where rX = vec (RX) and the symmetric cost matrix Q can be subdivided into

Q =

[
Q(1:4,1:4) Q(1:4,5:13)

Q(1:4,5:13)
⊺ Q(5:13,5:13)

]
. (7.26)

For brevity, we label Q(1:4,1:4) = Q1, Q(1:4,5:13) = Q2, and Q(5:13,5:13) = Q3. Given an optimal rotation
matrix R⋆

X, the unconstrained optimal translation vector t⋆X,α and scale α⋆ can be recovered by solving the
linear system induced by Equation (7.26),[

t⋆X,α α⋆
]
= −Q1

−1Q2r
⋆
X. (7.27)

Similar to Briales and Gonzalez-Jimenez [2017b], we use the Schur complement to reduce the cost matrix to

Qred = Q3 −Q2
⊺Q1

−1Q2. (7.28)

Consequently, we can reduce the dimensionality of Problem 12.

Problem 13. Reduced QCQP Formulation of Monocular Hand-Eye Calibration.

min
rX=vec(RX)

rX
⊺QredrX,

s.t. RX ∈ SO(3).

(7.29)
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7.2.4 Homogenization

To simplify the convex relaxation of Problem 13, the rotation matrix constraints from Equations (2.7) and (2.10)
can be homogenized with scalar variable s:

RTR = s2I3,

RRT = s2I3,

R(i) ×R(j) = sR(k), i, j, k ∈ cyclic(1, 2, 3),

s2 = 1

(7.30)

This forms a set of 22 homogeneous quadratic equality constraints (i.e., six for each orthogonal constraint, three
from each cyclic cross product, and one from the homogenizing variable s). Additionally, we augment the state
vector to include s, such that

rs
⊺ =

[
vec (RX)

⊺
s
]
, (7.31)

and pad Qred with zeros, such that

Qs =

[
Qred 0

0⊺ 0

]
. (7.32)

7.3 Solving the Non-Convex QCQP

Following the standard procedure outlined in Boyd and Vandenberghe [2004], we derive the Lagrangian dual
relaxation of the problem (see Giamou et al. [2019] and Briales and Gonzalez-Jimenez [2017b] for detailed treat-
ments of QCQPs similar to ours). Using the homogenized SO(3) constraints of Equation (7.30) from Section 7.2.4,
the Lagrangian function L(rs,ν) of Problem 13 has the form

L(rs,ν) = νs + rs
⊺Z(ν)rs,

Z(ν) = Qs +P1(ν) +P2(ν),
(7.33)

where

P1(ν) =

[
−V1 ⊗ I3 − I3 ⊗ V2 09×1

01×9 tr (V1) + tr (V2)

]
,

P2(ν) =


03×3 −ν∧

ijk ν∧
kij −νjki

ν∧
ijk 03×3 −ν∧

jki −νkij

−ν∧
kij ν∧

jki 03×3 −νijk

−νT
jki −νT

kij −νT
ijk −νs

 ,

V1, V2 ∈ S3, νijk, νjki, νkij ∈ R3,

(7.34)

and where S3 is the set of all 3×3 real symmetric matrices and ν ∈ R22 is a vector containing all dual variables.
Next, we minimize the Lagrangian function with respect to rs:

min
rs

L(rs,ν) =

νs Z(ν) ⪰ 0,

−∞ otherwise.
(7.35)

Finally, the Lagrangian dual problem is the following SDP.
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Problem 14 (Dual of Problem 13).
max
ν

νs,

s.t. Z(ν) ⪰ 0,
(7.36)

where Z(ν) is defined in Equations (7.33) and (7.34).

Problem 14 can be efficiently solved with any generic interior-point solver for SDPs such as Sturm [1999], An-
dersen and Andersen [2000], and Toh et al. [1999]. Once we have found the optimal dual parameters ν⋆, the
primal solution can be found by examining the Lagrangian dual (i.e., Equation (7.33)). As shown in Briales and
Gonzalez-Jimenez [2017b], the r⋆s that minimizes Equation (7.33) lies in the nullspace of Z(ν) because Z(ν)

is positive semidefinite (PSD). Since we enforce that s = 1, the optimal rotation is actually r⋆s/s
⋆. We can

recover R⋆
X by wrapping, in column-wise order, the first nine entries of r⋆s/s⋆ into a matrix with three rows

and columns. The estimated t⋆X,α and α⋆ can be recovered with Equation (7.27). Finally, the actual estimated
translation t⋆X can be recovered with t⋆X,α/α

⋆. Crucially, our approach is certifiable because a duality gap (i.e.,
the difference between the primal cost and the dual cost) of zero for a candidate solution pair ν⋆, r⋆ is a post-hoc
guarantee or certificate of its global optimality.

7.4 Simulation Studies

To empirically demonstrate the strong duality guarantees of our problem, we focus primarily on synthetic ex-
periments where measurement statistics and the ground truth value ofTab are known exactly. We also compare
our convex relaxation approach against a simple method that does not guarantee a global minimum on the same
synthetic data. Throughout this section, ‘optimality’ refers specifically to global optimality of an extrinsic trans-
formation estimate with respect to the cost function of Problem 12. In the presence of noise, optimality does not
imply zero error with respect to the ground truthTab; the dual solutions found are globally optimal with respect
to Problem 12 but still differ from ground truth. Throughout all experiments, the runtime of our algorithm was
on the order of two seconds without tuning optimization parameters, which is similar to the performance of its
predecessor as reported in Giamou et al. [2019].

7.4.1 Optimality Certification Conditions

Throughout our experiments, three criteria are used to certify that the solution to the dual problem is optimal.
First, an SVD is performed to evaluate the numerical rank of the solution matrix Z(ν) in Problem 14. Any right-
singular vector with corresponding singular value less than 10−3 is used to form the solution to the primal
problem. Next, the extracted rotation solutions are checked via ∥RX

⊺RX − I3∥F < 10−3, which ensures that
the solution belongs to SO(3). Finally, solutions with a duality gap greater than 0.01% of the primal cost are
rejected.3

7.4.2 Synthetic Data

The simulation data were created by generating trajectories on a smooth, undulating surface. The x-axis of
F−→a was set to be tangent to the trajectory at every point taww (t), while the z-axis was set to be normal to the

3The approximations of floating point arithmetic necessitate the use of numerical tolerances for ‘zero’ singular values and duality gaps;
10−3 and 0.01% performed well experimentally for all problem instances tested.
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Figure 7.2: Trajectory of the rigid body system described in Section 7.4.2. Rotations of the rigid body were about all 3 axes
with magnitudes ranging from 0.05 rad to 0.3 rad. The SE(3) trajectory of each sensor on the rigid body is corrupted by
synthetic noise and the translation estimates of the monocular camera are scaled by α > 0. The sensor platform trajectory
provides sufficient rotation about different axes.

surface, thus definingRwa(t). The full poseTwa(t) is therefore defined byRwa(t) and the position taww (t). The
absolute position of the second sensor tbww (t) at each time step was determined using the ground-truth value
of the extrinsic transformation Tab (see Equation (7.1)). An example ground-truth trajectory produced via this
method is shown in Figure 7.2.

For each run, the measurements of Ai and Bi were extracted from the trajectories of sensors a and b,
respectively, where b was the monocular camera. All camera translation vectors were scaled by α > 0. Finally,
we added zero-mean Gaussian noise, nt ∼ N

(
0, σ2

t I
)
, to each camera translation vector. Further, we injected

noise into each camera rotation matrix via a left perturbation of SO(3). The Lie algebra of each left perturbation
was drawn from nr ∼ N

(
0, σ2

rI
)
. The values for σt and σr are given in Table 7.2.

7.4.3 Calibration Accuracy

In this section we evaluate the performance of our algorithm against a simple, suboptimal linear approach
inspired by Andreff et al. [2001]. This suboptimal approach uses the same cost function as Problem 13, but solves
the unconstrained problem via SVD before projecting onto the nearest orthogonal matrix using the method of
Horn et al. [1988] and then extracting the unconstrained optimal t and α from Equation (7.27). Since it solves
successive linear least squares systems to approximately minimize the cost function, we refer to this as the
linear solution. For our algorithm, we set κ = 1 and σt = 1. Our results are displayed in Table 7.2: each
row has a different pair of translational and rotational noise settings. With minimal rotation and translation
measurement noise, both algorithms perform similarly, but as the rotational measurement noise increases our
solution outperforms the linear solution, highlighting the importance of a globally optimal approach. However,
increases in translation noise degrade the performance of our algorithm more than the method inspired by
Andreff et al. [2001].
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Table 7.2: Calibration results for our monocular HE simulation study. The values in each row are estimated by a differ-
ent algorithm. The mean error magnitude and standard deviation are given in each cell. The rotation standard deviations
represent approximately 0.5% and 1.0% of the rotation between poses. The translation standard deviations represent approx-
imately 0.5%, 1.0%, and 1.5% of the translation between poses.

Noise Level Method tx,err [cm] rx,err [deg] αerr [%]

σr = 0.015◦ ,
σt = 0.5cm

Andreff 4.15 ± 2.17 0.157 ± 0.086 3.21e-4 ± 2.55e-4
Ours 3.29 ± 1.97 0.134 ± 0.074 3.13e-4 ± 2.46e-4

σr = 0.03◦ ,
σt = 0.5cm

Andreff 12.6± 7.4 0.833± 0.366 3.82e-4 ± 2.69e-4
Ours 3.80 ± 2.05 0.152 ± 0.094 3.60e-4 ± 2.50e-4

σr = 0.015◦ ,
σt = 1cm

Andreff 7.37 ± 3.60 0.162 ± 0.081 5.95e-4 ± 4.51e-4
Ours 6.90 ± 3.69 0.227 ± 0.116 6.24e-4 ± 4.24e-4

σr = 0.03◦ ,
σt = 1cm

Andreff 13.6 ± 8.14 0.823 ± 0.422 6.98e-4 ± 5.15e-4
Ours 6.25 ± 3.29 0.24± 0.131 6.60e-4 ± 4.79e-4

σr = 0.015◦ ,
σt = 1.5cm

Andreff 11.3± 6.5 0.163± 0.073 9.63e-4 ± 6.45e-4
Ours 11.1± 6.4 0.356± 0.230 8.29e-4 ± 5.97e-4

σr = 0.03◦ ,
σt = 1.5cm

Andreff 16.4± 8.3 0.818± 0.405 1.00e-3 ± 8.76e-4
Ours 10.0± 5.7 0.377± 0.219 1.03e-3 ± 7.49e-4

7.5 Summary and Future Work

This chapter presented a probabilistic, certifiable monocular HE calibration algorithm with a priori global op-
timality guarantees. We derived a probabilistic formulation of our monocular HE calibration algorithm. Our
simulation studies demonstrated that our algorithm was robust to rotation measurement noise. We leave fur-
ther experimentation to future work. Additionally, we could extend our techinque using the robust problem
formulation from Hu et al. [2019]. Finally, while the challenge of accurate joint spatiotemporal extrinsic calibra-
tion has been explored by Rehder et al. [2016a], Lambert et al. [2016], Marr and Kelly [2018], and Furrer et al.
[2018], a certifiable algorithm has not, to our knowledge, been proposed.



Chapter 8

Certifiable Hand-Eye Robot-World
Calibration

Usually, we define hand-eye robot-world (HERW) calibration in the context of a manipulator with a wrist-
mounted camera that observes a stationary visual fiducial target of known scale. In this setting, HERW cali-
bration is the process of estimating the transformations between the wrist and camera, and manipulator base
and target reference frames. A common formulation of this problem isAX = YB, where our estimated trans-
forms are X and Y. Recent work from Wang et al. [2022] and Horn et al. [2023] show that this formulation
can be applied to other important calibration problems that do not involve manipulators (e.g., AV camera and
camera infrastructure calibration). Throughout this chapter we refer to the AX = YB problem, as illustrated
in Figure 8.1, as HERW calibration. If the manipulator has more than one wrist-mounted camera and observes
multiple targets, then we can use this formulation to jointly optimize for many Xs and Ys. While Horn et al.
[2023] present a certifiable method for solving the HERW calibration problem, their method is not probabilistic
and, as we show in our experiments, performs poorly on HERW calibration problems with many Xs or Ys.

We present a probabilistic HERW calibration method that returns a certifiably optimal solution. Our method
can jointly estimate many Xs and Ys. Further, our method can solve for HERW calibration if the scale of the
target is unknown, a problem that we refer to as monocular HERW calibration. This functionality enables
the correction of incorrectly measured targets and unlocks the possibility of in-situ calibration. In Section 8.1,
we survey HERW calibration methods. Section 8.2 formulates our HERW and monocular HERW calibration
algorithms as QCQPs. We compute the Lagrangian duals of the QCQPs in Section 8.3, which we solve using a
generic interior-point solver. In Section 8.4, we verify the accuracy and performance of our algorithms using a
series of simulation studies and real world experiments. Finally, we summarize our findings and discuss future
work in Section 8.5.

8.1 Related Work

Similar to Section 7.1, we review three categories of HERW calibration methods: separate, joint, and probabilis-
tic. We summarize the characteristics of each method in Table 8.1.

A subset of HERW calibration methods solve for the rotation and translation components ofX andY sepa-
rately. By relaxing the state set into a vector space, Li et al. [2010] convert theAX = YB rotation cost function
into a linear cost, which Li et al. [2010] minimize using singular value decomposition (SVD). After projecting
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Figure 8.1: A diagram of the conventional application of HERW calibration. In this application, the objective is to estimate
the transforms from the wrist of a robotic manipulator to a camera, X, and the manipulator base to a target, Y. In this
diagram, the base, joint 1, wrist, camera, and target reference frames are labelled F−→b, F−→j1 , F−→h, F−→c, and F−→w , respectively.
The red arrows indicate the axis of joint rotation. At time ti, we use the forward kinematics of the manipulator to estimate
the transform from the manipulator base to the wrist, Ai. Further, we can measure the transform from the target to the
camera,Bi.

the estimated rotation matrices onto SO(3), the translations of X and Y are trivial to compute. Shah [2013]
examines the excitation requirements of HERW calibration. Wang et al. [2022] extend the method in Li et al.
[2010] to enable estimation of multipleXs orYs. Since these two-stage, closed-form solvers ignore the coupling
between the rotation and translation parameters, these algorithms are sensitive to measurement noise.

To decrease the sensitivity of HERW calibration algorithms to measurement noise, some calibrationmethods
jointly estimate the translation and rotation components ofX andY. Tabb and Yousef [2017] introduce a variety
of joint HERW cost functions and state parameterizations that are less sensitive to measurement noise than the
two-stage closed-form HERW calibration schemes. Horn et al. [2023] cast the HERW calibration problem as a
QCQP, making use of a dual quaternion parameterization, and solve a convex relaxation of the QCQP. Instead of
solving the commonAX = YB formulation, Evangelista et al. [2023] develop a graph-based approach toHERW
calibration using camera reprojection error terms. This formulation enables the algorithm to jointly estimate
the base-target transform, end-effector-camera transform, camera intrinsic parameters, and camera distortion
parameters. While each joint estimationmethod is more robust tomeasurement noise than the two-stage closed-
form solvers, these methods are not probabilistic. As a result, the accuracy of the parameter estimates depends
on the translation and rotation measurement noise distributions.

Table 8.1: Summary of calibration methods for HERW algorithms.

Method Joint Probabilistic Certifiable Multiple Xs and/or Ys Scale Estimation

Li et al. [2010] ✗ ✗ ✗ ✗ ✗
Shah [2013] ✗ ✗ ✗ ✗ ✗
Wang et al. [2022] ✗ ✗ ✗ Xs or Ys ✗
Tabb and Yousef [2017] ✓ ✗ ✗ ✗ ✗
Horn et al. [2023] ✓ ✗ ✓ Xs or Ys ✗
Evangelista et al. [2023] ✓ ✗ ✗ Xs ✗
Dornaika and Horaud [1998] ✓ ✓ ✗ ✗ ✗
Strobl and Hirzinger [2006] ✓ ✓ ✗ ✗ ✗
Ours ✓ ✓ ✓ Xs andYs ✓
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Probabilistic HERW calibration algorithms are presented by Dornaika and Horaud [1998], and Strobl and
Hirzinger [2006]. Dornaika and Horaud [1998] present a nonlinear, probabilistic method for HERW calibration.
However, the method in Dornaika and Horaud [1998] cannot be considered an on-manifold approach because
the estimated rotation matrices are constrained to SO(3) using penalty functions. Finally, Strobl and Hirzinger
[2006] treat the HERW calibration problem as an iteratively reweighted nonlinear optimization problem, where
the translation and rotation errors are corrupted by zero-mean Gaussian distributed noise. While both methods
account for the probabilistic nature of the problem, neither method can provide a certificate of optimality.

8.2 Problem Formulation

In this section, we formulate our method for standard and monocular HERW calibration. Initially, we review
important geometric constraints and present an MLE approach to solving both calibration problems. After
converting the two problems into their standard QCQP forms, we extend the QCQPs to include many Xs and
Ys. Finally, we discuss a technique to reduce the dimensionality of HERW calibration problems with manyXs
andYs.

8.2.1 Geometric Constraints

To start, we define the HERW equations in the context of calibrating a robot manipulator with a wrist mounted
camera that observes a stationary visual fiducial target of known scale. Similar to the HE calibration problem,
we assume that sensor b is the monocular camera. We justify this assumption in Section 8.2.2. We identify four
reference frames F−→b,F−→h,F−→w,F−→c that are associated with the base of the robot manipulator, wrist of the robot
manipulator, stationary visual fiducial target reference frame, and camera reference frame, respectively. At time
ti, we use the encoder data of the arm to estimate the transform Tbh(ti). Using the fiducial target, we estimate
the camera pose relative to the target,Twc(ti). Our goal is to estimate the two transformsThc andTbw , which
are related by

Tbh(ti)Thc = TbwTwc(ti). (8.1)

Generically, this geometric constraint is written as

AiX = YBi. (8.2)

Equation (8.2) applies to a set of four poses that can form a closed cycle (i.e.,X−1A−1
i YBi = I). In this closed

cycle, the poses must alternate between being elements of the state set and measurements.

For brevity and consistency with prior literature, we continue our derivation using the AiX = YBi nota-
tion. We can split the rotation and translation constraints in Equation (8.2) to

RAi
RX =RYRBi

, (8.3)

RAitX + tAi =RYtBi + tY, (8.4)

where RAi
,RX,RY,RBi

and tAi
, tX, tY, tBi

are the rotation and translation components of Ai,X,Y,Bi,
respectively.
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8.2.2 Maximum Likelihood Estimation

Using the split rotation and translation constraints, we can formulate an MLE problem. Similar to our derivation
in Section 7.2.2, we assume thatRAi and tAi are noise free. We model the camera translation measurement as

tBi = RY
⊺(RAitX + tAi − tY) + nt(ti), (8.5)

where nt(ti) ∼ N
(
0, σt

2I3
)
and σt is the standard deviation of the translation component of measurementBi.

Finally, we model the camera rotation measurement as

RBi
= RY

⊺RAi
RXRn(ti), (8.6)

where Rn(ti) ∼ Lang(I3, κ), where κ is the concentration of the rotations of the measurement Bi.
Our optimization problem is

{X⋆,Y⋆} = argmax
X,Y∈SE(3)

p({B1, . . . ,BN}|X,Y). (8.7)

We assume that all noise variables Rn(ti) and nt(ti) are uncorrelated for i = 1, . . . , N . The negative log
likelihood of the problem is

{X⋆,Y⋆} = argmin
X,Y∈SE(3)

−
N∑
i=1

(log(p(tBi
|X,Y)) + log(p(RBi

|X,Y))). (8.8)

The log likelihood of tB is

log(p(tBi
|X,Y)) = − 1

2σt
2

∥∥∥RY
T (RAitX + tAi − tY)− tBi

∥∥∥2
2

(8.9)

Since the covariance of log(p(tBi |X,Y)) is isotropic, we canmake the log likelihood a function of only quadratic
terms, that is

log(p(tBi
|X,Y)) = − 1

2σt
2 ∥RAi

tX + tAi
− tY −RYtBi

∥22 . (8.10)

Following the derivation in Rosen et al. [2019], the log likelihood of p(RBi |X,Y) is

log p(RBi
|X,Y) =− c(κ) + κtr (RX

⊺RAi

⊺RYRBi
) , (8.11)

log p(RBi |X,Y) =− c(κ)− κ

2
∥RAiRX −RYRBi∥2F + 3, (8.12)

where tr (A⊺B) = d− 1
2 ∥A−B∥2F . Finally, our optimization problem is as follows.

Problem 15. QCQP formulation of the Standard HERW Problem

min
RX,RY∈SO(3), tX,tY∈R3

Jt + JR, (8.13)

s.t. RX,RY ∈ SO(3). (8.14)
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where

JR = κ

N∑
i=0

∥RAiRX −RYRBi∥2F , (8.15)

Jt =
1

σ2
t

N∑
i=0

∥RAitX + tAi −RYtBi − tY∥22 . (8.16)

To ensure that all of the terms are quadratic, we homogenize the Equation (8.16) using the homogenizing
variable s such that

Jt =
1

σ2
t

N∑
i=0

∥RAi
tX + stAi

−RYtBi
− tYi

∥22 , (8.17)

and add the constraint s2 = 1.

8.2.3 Targets with Unknown Scale

In Problem 15, the combination of the camera and fiducial target allows us to treat the camera as a scaled pose
sensor. Following the MLE derivation from before, we modify the camera translation model to be

tBi = αRY
⊺(RAitX + tAi − tY) + nt, (8.18)

where nt ∼ N
(
0, σt

2I
)
and σt is the standard deviation of the unscaled translation estimate. Subsequently, the

MLE problem becomes the following.

Problem 16. QCQP formulation of the Monocular HERW Problem

min
RX,RY∈SO(3), tX,tY∈R3, α∈R

Jt,α + JR,α, (8.19)

s.t. RX,RY ∈ SO(3). (8.20)

where

JR,α = κ

N∑
i=0

∥RAi
RX −RYRBi

∥2
F
, (8.21)

Jt,α =
1

σt
2

N∑
i=0

∥RAi
tX,α + αtAi

−RYtBi
− tY,α∥22 . (8.22)

To maintain the first assumption of our MLE formulation in Section 8.2.2, we make sensor b the scaled pose
sensor. Similar to Chapter 7, we use α to scale the estimated system and maintain linearity in our error equa-
tions. We recover the calibration parameters using 1

αtX,α and 1
αtY,α. Finally, we do not need to include a

homogenizing variable in the cost function of Problem 16 because the unscaled cost is homogeneous.
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8.2.4 Standard QCQP Formulation

Herein, we convert Problems 15 and 16 into their standard QCQP forms. The state vectors for the standard and
monocular HERW problems are, respectively,

x⊺ =
[
tX

⊺ tY
⊺ rX

⊺ rY
⊺ s

]⊺
, (8.23)

xα
⊺ =

[
tX,α

⊺ tY,α
⊺ α rX

⊺ rY
⊺ s

]⊺
, (8.24)

where rX = vec (RX) and rY = vec (RY). Importantly, the rotation matrix constraints require homogeniza-
tion, so we have appended the homogenization variable to the state vector for the monocular HERW problem.
The standard and monocular HERW rotation cost terms are

JR = κ

N∑
i=1

x⊺MRi

⊺MRi
x, (8.25)

JR,α = κ

N∑
i=1

xα
⊺MRi,α

⊺MRi,αxα, (8.26)

where

MRi
=
[
09×6 I⊗RAi

−RBi
⊗ I 0

]
, (8.27)

MRi,α =
[
09×7 I⊗RAi

−RBi
⊗ I 0

]
. (8.28)

The standard and monocular HERW translation cost terms are

Jt =
1

σ2
t

N∑
i=1

x⊺Mti
⊺Mtix, (8.29)

Jt,α =
1

σ2
t

N∑
i=1

xα
⊺Mti,α

⊺Mti,αxα, (8.30)

respectively, and

Mti =
[
RAi −I 03×9 −tBi

⊺ ⊗ I tAi

]
, (8.31)

Mti,α =
[
RAi −I tAi 03×9 −tBi

⊺ ⊗ I 03×1

]
. (8.32)

Similar to the HE case, the symmetric standard and monocular HERW cost matrices are

Q = κ

N∑
i=1

MRi

⊺MRi
+

1

σt
2

N∑
i=1

Mti
⊺Mti , (8.33)

Qα = κ

N∑
i=1

MRi,α
⊺MRi,α +

1

σt
2

N∑
i=1

Mti,α
⊺Mti,α. (8.34)

Consequently, the QCQP formulations of the standard and monocular HERW optimization problems are as
shown below.
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Problem 17. QCQP formulation of the Standard HERW Problem

min
RX,RY∈SO(3), tX,tY∈R3

x⊺Qx, (8.35)

s.t. RX,RY ∈ SO(3). (8.36)

Problem 18. QCQP formulation of the Monocular HERW Problem

min
RX,RY∈SO(3), tX,α,tY,α∈R3, α∈R

xα
⊺Qαxα, (8.37)

s.t. RX,RY ∈ SO(3). (8.38)

8.2.5 The HERW Problem as a Bipartite Graph

Suppose we have an HERW system consisting of M X and P Y transforms. For this system, the states of the
HERW and monocular HERW calibration problems are, respectively,

x⊺ =
[
tX0

⊺ · · · tXM−1

⊺ tY0

⊺ · · · tYP−1

⊺ rX0
⊺ · · · rXM−1

⊺

rY0
⊺ · · · rYP−1

⊺ s
]

xα
⊺ =

[
tX0

⊺ · · · tXM−1

⊺ tY0

⊺ · · · tYP−1

⊺ α rX0
⊺ · · · rXM−1

⊺

rY0
⊺ · · · rYP−1

⊺ s
]
,

Let D be the set of all cost matrices for each Xj-Yk pair with measurements. For example, if X0 and Y0 have
a measurements for HERW calibration, then an element ofD is the cost matrix betweenX0 andY0. Unlike HE
calibration, where each X is unrelated, our states, in HERW calibration, are connected and can influence each
other. Specifically, eachX is connected to at least oneY through the cost matrix. We can view these connections
as forming a graph, where the nodes are the states that we wish to estimate (see Figure 8.2). Interestingly, only
Xs can connect to Ys and vice-versa, which imparts a special structure on the graph. We refer to graphs with
these restrictions as bipartite graphs. As opposed to solving each HERW problem individually, we can solve this
bipartite graph, which improves estimation accuracy.

Let us start our formulation of the manyX andY problem by investigating the structure of Equations (8.33)

X0

X1

Y0

Y1

Figure 8.2: An example of a problem with multipleXs andYs.
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and (8.34). The standard cost matrix,Q ∈ S25×25, can be divided into twelve unique components, such that

Q =


Q(1:3,1:3) Q(1:3,4:6) 0 Q(1:3,16:24) Q(1:3,25)

Q(1:3,4:6)
⊺ Q(4:6,4:6) 0 Q(4:6,16:24) Q(4:6,25)

0⊺ 0⊺ Q(7:15,7:15) Q(7:15,16:24) 0

Q(1:3,16:24)
⊺ Q(4:6,16:24)

⊺ Q(7:15,16:24)
⊺ Q(16:24,16:24) Q(16:24,25)

Q(1:3,25)
⊺ Q(4:6,25)

⊺ 0⊺ Q(16:24,25)
⊺ Q(25,25)

 . (8.39)

For brevity, let us label the components of the cost matrix

Q0 = Q(1:3,1:3), Q1 = Q(1:3,4:6), Q2 = Q(1:3,16:24), Q3 = Q(1:3,25),

Q4 = Q(4:6,4:6), Q5 = Q(4:6,16:24), Q6 = Q(4:6,25), Q7 = Q(7:15,7:15),

Q8 = Q(7:15,16:24), Q9 = Q(16:24,16:24), Q10 = Q(16:24,25), Q11 = Q(25,25).

Similarly, the monocular cost matrix Qα ∈ S26×26 becomes

Qα =



Q0 Q1 Q3 0 Q2 0

Q1
⊺ Q4 Q6 0 Q5 0

Q3
⊺ Q6

⊺ Q11 0 Q10
⊺ 0

0⊺ 0⊺ 0⊺ Q7 Q8 0

Q2
⊺ Q5

⊺ Q10 Q8
⊺ Q9 0

0⊺ 0⊺ 0 0⊺ 0⊺ 0


. (8.40)

Notably, the standard and monocular HERW cost matrices are related by inserting the values of the last
column and row to the correct locations in the seventh column and row. Going forward, we focus on the
monocular HERW cost function because converting the monocular cost function into the standard cost function
is trivial. We label the monocular HERW cost matrix component Ql for the pair Xj-Yk as Qα,j,k,l, where
l = 0, . . . , 11 and (j, k) is a pair with data in D. Additionally, we define

bj,k =

1,Qα,j,k ∈ D,
0,Qα,j,k /∈ D,

(8.41)

whereQα,j,k is the monocular cost matrix associated withXj andYk . The total cost matrix is

Qα,tot =

[
U V

V⊺ W

]
. (8.42)

The matrixU is

U =

U0 U1 u0

U1
⊺ U2 u1

u0
⊺ u1

∑M−1
j=0

∑P−1
k=0 bj,kQα,j,k,11

 (8.43)

where

U0 = blkdiag
(

P−1∑
k=0

b0,kQα,0,k,0, . . . ,

P−1∑
k=0

bM−1,kQα,M−1,k,0

)
, (8.44)
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u0
⊺ =

[∑P−1
k=0 b0,kQα,0,k,3

⊺ · · · ∑P−1
k=0 bM−1,kQα,M−1,k,3

⊺
]
, (8.45)

U1 =


b0,0Qα,0,0,1 · · · b0,P−1Qα,0,P−1,1

...
. . .

...
bM−1,0Qα,M−1,0,1 · · · b0,P−1Qα,M−1,P−1,1

 , (8.46)

u1
⊺ =

[∑M−1
j=0 bj,0Qα,j,0,6

⊺ · · · ∑M−1
j=0 bj,P−1Qα,j,P−1,6

⊺
]
, (8.47)

U2 = blkdiag

M−1∑
j=0

bj,0Qα,j,0,4, . . . ,

M−1∑
j=0

bj,P−1Qα,j,P−1,4

 . (8.48)

The submatrix V is

V =



0 b0,0Qα,0,0,2 b0,1Qα,0,1,2 · · · b0,P−1Qα,0,P−1,2 0
...

...
...

. . .
...

...
0 bM−1,0Qα,M−1,0,2 bM−1,1Qα,M−1,1,2 · · · bM−1,P−1Qα,M−1,P−1,2 0

0
∑M−1

j=0 bj,0Qα,j,0,5 0 · · · 0 0

0 0
. . . . . .

...
...

...
...

. . . . . . 0 0

0 0 · · · 0
∑M−1

j=0 bj,P−1Qα,j,P−1,5 0

0⊺
∑M−1

j=0 bj,0Qα,j,0,10
⊺ ∑M−1

j=0 bj,1Qα,j,1,10
⊺ · · · ∑M−1

j=0 bj,P−1Qα,j,P−1,10
⊺ 0


. (8.49)

Finally, the submatrix W is

W =

W0 W1 0

W1
⊺ W2 0

0⊺ 0⊺ 0

 , (8.50)

where

W0 = blkdiag
(

P−1∑
k=0

b0,kQα,0,k,7, . . . ,

P−1∑
k=0

bM−1,kQα,M−1,k,7

)
, (8.51)

W1 =


b0,0Qα,0,0,8 · · · b0,P−1Qα,0,P−1,8

...
. . .

...
bM−1,0Qα,M−1,0,8 · · · b0,P−1Qα,M−1,P−1,8

 , (8.52)

W2 = blkdiag

M−1∑
j=0

bj,0Qα,j,0,9, . . . ,

M−1∑
j=0

bj,P−1Qα,j,P−1,9

 . (8.53)

As a result, the standard and monocular HERW optimization problems for many Xs and Ys are as fol-
lows.

Problem 19. QCQP Formulation of the Standard HERW Problem with Many Xs, and Ys.

min
x

x⊺Qtotx, (8.54)

s.t. RXj
∈ SO(3) ∀ j = 0, . . . ,M − 1, (8.55)
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RYk
∈ SO(3) ∀ k = 0, . . . , P − 1. (8.56)

Problem 20. QCQP Formulation of the Monocular HERW Problem with Unknown Scale, Many Xs, and Ys.

min
xα

xα
⊺Qα,totxα, (8.57)

s.t. RXj ∈ SO(3) ∀ j = 0, . . . ,M − 1, (8.58)

RYk
∈ SO(3) ∀ k = 0, . . . , P − 1. (8.59)

As previously mentioned, we can derive the standard cost matrix from the monocular cost matrix. We can
shift all terms in the scale column and row in the total cost matrix to the associated column and row of the
homogenizing variable. Then, we delete the scale column and row from the total cost matrix.

8.2.6 Reducing the Dimensionality of the QCQP

Similar HE calibration, if we know the optimal rotation matrices R⋆
Xj

,R⋆
Yk

for j = 0, . . . ,M − 1 and k =

0, . . . , P − 1, then the unconstrained optimal X translation vectors t⋆Xj
for j = 0, . . . ,M − 1, Y translation

vectors t⋆Yk
for k = 0, . . . , P − 1, and scale α⋆ can be recovered by solving the linear system induced by

Equation (8.42): [
t⋆X0:K

⊺ t⋆Y0:L

⊺ α⋆
]
= −U−1Vr⋆. (8.60)

Using the Schur complement, we reduce the cost matrix to

Qred = W −V⊺U−1V. (8.61)

The problem is reduced to the following form.

Problem 21. Reduced QCQP Formulation of Monocular HERW Calibration.

min
rX0:M−1

,rY0:P−1
,s
r⊺Qredr,

s.t. RXj ∈ SO(3) ∀ j = 0, . . . ,M − 1,

RYk
∈ SO(3) ∀ k = 0, . . . , P − 1,

s2 = 1;

(8.62)

where

r⊺ =
[
rX0

⊺ · · · rXM−1
⊺ rY0

⊺ · · · rYP−1
⊺ s

]
. (8.63)

To convert the rotation matrix constraints into quadratic constraints, we leverage the homogenized constraints
from Section 3.2.1.

Due to the general nature of the AX = YB geometric constraint, we can interchange the transforms rep-
resented by X and Y, provided that B is the only noisy pose measurement (see Section 8.2.2). The difference
between state labelling choices becomes apparent after reducing the dimensionality of total cost matrix. Con-
sider the two formulations shown in Figure 8.3. Both graphs could represent eight cameras observing an arm
with a target of unknown scale. The fill patterns after performing the Schur complement are shown in Figure 8.4.



8.3. Solving the Non-Convex QCQP 93

In contrast to the many Ys case, we maintain a block arrowhead pattern in the many Xs formulation, which
decreases the time required to solve the semidefinite relaxation of the QCQP. We recognize that some HERW
calibration problems may be more complex than the cases in Figure 8.3 (i.e., involve many Xs and Ys that are
densely interconnected). However, we leave investigation of these cases for the future.

X0

Y0
Y1
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Y4

Y5

Y6

Y7

(a) A graph with manyYs.

Y0

X0
X1

X2

X3
X4

X5
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X7

(b) A graph with manyXs.

Figure 8.3: Two potential formulations of the same scenario.

(a) Matrix sparsity pattern of a formulation with many Ys. (b)Matrix sparsity pattern of a formulation with many Xs.

Figure 8.4: Sparse matrix patterns for the manyXs andYs formulations. In these diagrams, the blue areas with no borders
are the default fill patterns of the problems, while the red areas with dashed borders are the matrix areas that are filled by
the schur complement dimensionality reduction. We would also like to note that the blue fill areas represent the general fill
pattern of the sparse matrix and may have further sparsity patterns. The empty row and column represent the terms in the
cost function with the homogenization term, which only exists in the constraints in the unscaled case.

8.3 Solving the Non-Convex QCQP

To start, we must compute the Lagrangian for Problem 21. In Problem 21, we must enforce M + P sets of
rotation matrix constraints. Using the homogenized constraints from Section 3.2.1, the Lagrangian function of
Problem 21 is

L(x,ν) =νs + xTZ(ν)x, (8.64)

Z(ν) =Qred +P1(ν) +P2(ν), (8.65)
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where

P1(V1, . . . ,V2(M+P )) =


−(V1 ⊕ V2) 0 . . . 0

0
. . . . . .

...
...

. . . −(V2(M+P )−1 ⊕ V2(M+P )) 0

0 . . . 0
∑2(M+P )

i=1 tr(Vi)

 , (8.66)

P2(ν1, . . . ,ν(M+P )) =



Ph(ν1) 0 . . . 0 −Poν1

0 Ph(ν2)
. . .

... −Poν2

...
. . . . . . 0

...
0 . . . 0 Ph(ν(M+P )) −Poν(M+P )

−ν1
⊺Po

⊺ −ν2
⊺Po

⊺ . . . −ν(M+P )
⊺Po

⊺ −νs


, (8.67)

V1, . . . ,V2(M+P ) ∈ S3, (8.68)

ν1, . . . ,ν(M+P ) ∈ R9. (8.69)

We can subdivideνl, such thatνl
⊺ =

[
νTl,ijk νTl,jki νTl,kij

]
andνl,ijk,νl,jki,νl,kij ∈ R3 ∀ l = 1, . . . ,M+P .

Further, the matrices Po and Ph are

Po =

0 I 0

0 0 I

I 0 0

 , (8.70)

Ph(νl) =

 03×3 −ν∧
l,ijk ν∧

l,kij

ν∧
l,ijk 03×3 −ν∧

l,jki

−ν∧
l,kij ν∧

l,jki 03×3

 . (8.71)

As discussed in Section 3.2.4, theminimumof the Lagrangian function is only defined ifZ(ν) ⪰ 0. Consequently,
the Lagrangian dual problem is as follows.

Problem 22 (Dual of HERW Calibration Problem).

max
ν

νs,

s.t. Z(ν) ⪰ 0,
(8.72)

where Z(ν) is defined in Equation (8.65) and ν ∈ R22(M+P )+1
.

8.4 Experiments

We now report our experimental results. Section 8.4.1 presents two simulation studies, while Section 8.4.2
presents a real world experimental trial. In our simulation studies, we generated data for two different systems.
We compared the estimation accuracy a variety of HERW and monocular HERW calibration schemes for these
systems. Finally, in our real world experiment, we used HERW and monocular HERW calibration to estimate
the transforms between eight cameras that were mounted on a mobile platform.
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8.4.1 Simulation Studies

Weverify the robustness of our algorithm tomeasurement noise in simulation, and compare the accuracy against
variety of other HERW calibration methods. We simulated two robotic systems and performed two simulation
studies on each system, which gives a total of four simulation studies. The first system consisted of a robotic
manipulator with a wrist-mounted camera observing a visual fiducial target. Using the simulated manipulator
wrist poses and camera-target measurements, this system formed a HERW calibration problem with oneX and
Y. The second system generated data for a HERW calibration problem with fourXs and oneY. The simulated
system was a robotic manipulator with a wrist-mounted target that was observed by four stationary cameras.
For each system, we generated data to study HERW and monocular HERW calibration.

The data generation process was similar for both simulated robotic systems. To generate data for the robotic
manipulator with a wrist-mounted camera, we computed a camera trajectory relative to the target and chose
groundtruth values for X and Y. At each time ti, we used the camera trajectory relative to the target to deter-
mine the camera-target transform, Bi. By combining the ground truth values of X, Y, and Bi, we computed
the ground truth values for each Ai. Similarly, we generated data for the cameras observing a robotic manipu-
lator with a wrist-mounted target simulation by defining the target trajectory relative to the stationary cameras.
The target trajectory enabled computation of the Bij measurements, where ti was the measurement time for
the jth camera. Using the ground truth values for Xj , Y, and Bij , we computed the ground truth measure-
ments for each Aij . We added zero-mean Gaussian noise, nt ∼ N

(
0, σ2

t I
)
, to the ground truth tBi and tBij

measurements. Further, we right-perturbed the noiseless rotation measurements,RBi andRBij , with samples
from Rn ∼ Lang (I, κ). During each study, we varied the camera rotation measurement noise levels between
κ = 125 and κ = 12, while the translation noise levels were varied between σt = 1 cm and σt = 5 cm. In the
monocular HERW calibration studies, we scaled the translation component of the noisy Bi measurements by
0.5. Finally, we generated 100 runs for each study.

Using the data from our simulated studies, we compared the estimated parameter accuracy of our HERW and
monocular HERW methods to five HERW methods and one monocular HERW method. The five comparison
HERW solvers are the two-stage closed-form methods in Shah [2013] and Wang et al. [2022], certifiable method
in Horn et al. [2023], probabilistic method in Dornaika and Horaud [1998], and an on-manifold (i.e., local),
probabilistic solver (see Appendix B for our implementation). For our monocular HERW calibration scenarios,
we compared the accuracy of our algorithm to the local probabilistic solver. When the scenario had more than
one X to solve for, we compared our methods to Wang et al. [2022], Horn et al. [2023], and the local solver.

For the solvers that required initialization, we provided random initial values, the solution from Wang et al.
[2022], or parameters close to the ground truth. For every study, our method and themethod in Horn et al. [2023]
were randomly initialized. We attempted randomly initializing the local solver, but this scheme resulted in the
local solver returning local minima. Consequently, we initialized the Dornaika and Horaud [1998] solver and
our local solver using the solution from the method in Wang et al. [2022]. However, the method in Wang et al.
[2022] cannot solve monocular HERW calibration problems. In the monocular HERW studies, we initialized the
local solver with calibration parameters that were within 10 cm and 10◦ of the ground truth values. Additionally,
we set the initial scale to 1.

Robot Arm Poses on a Sphere

In this pair of HERW and monocular HERW studies, we used the problem of extrinsically calibrating a wrist-
mounted camera and a target, relative to a robotic manipulator, as a setting to compare the robustness of HERW
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X
Y
Z

Figure 8.5: Plot of end effector pose relative to the base for the robot poses on sphere experiment with known scale. We
treat the data as if the robot stops at each position.

and monocular HERW solvers to measurement noise. A diagram of the simulated system is shown in Figure 8.1.
Importantly, the exact robot arm in this diagram is not simulated or necessarily representative of the robot arm
that could perform this task. In particular, we estimated X = Thc and Y = Tbw , where F−→b, F−→w , F−→h, F−→c,
are the manipulator base, target, wrist, and camera reference frames, respectively. For each data collection run,
the camera travelled along a sphere of radius 0.5 m, while the z-axis of the camera pointed towards the center
of the target. The camera trajectory was different for each run and consisted of 100 manipulator positions.
A representative wrist trajectory, which is derived from the camera trajectory, is shown in Figure 8.5. The
trajectories generated for the HERW calibration study were not identifiable for the monocular HERW problem.
To create identifiable runs for the monocular HERW problem, the camera travelled on a sphere of radius 0.25 m
after the 50th manipulator position (see Figure 8.6).

For the HERW calibration study, the mean and standard deviation of the estimated translation (tx,err ,ty,err)
and rotation (rx,err ,ry,err) errors are shown in Table 8.2. Generally, the least accurate methods were the two-
stage closed-form solvers from Shah [2013] and Wang et al. [2022], while our method and the local solver were
the most accurate. Often, our and the local method returned similar solutions, which outperformed the other
methods by up to 50 mm and 3 deg. However, our and the local approaches were more susceptible to translation

X
Y
Z

Figure 8.6: Plot of end effector pose relative to the base for the robot poses on sphere experiment with unknown scale. We
treat the data as if the robot stops at each position.
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Table 8.2: Calibration results for the robot_world_poses_on_sphere dataset. The values in each row are estimated by a
different algorithm. The mean error magnitude and standard deviation are given in each cell. Dornaika and the local solvers
are initialized with the results from Wang. Initializing the local method with random poses results in no correct solutions.

Noise Level Method (Init.) tx,err [mm] rx,err [deg] ty,err [mm] ry,err [deg]

κ = 125,
σt = 1cm

Shah 20.6 ± 10.5 1.37± 0.55 9.9± 4.8 1.34± 0.57
Wang 20.6 ± 10.5 1.37± 0.55 9.9± 4.8 1.34± 0.57
Dornaika (Wang) 19.9 ± 10.2 1.25± 0.53 8.8± 4.3 1.20± 0.54
Horn 18.5 ± 9.4 1.16 ± 0.51 8.4± 4.2 1.10± 0.51
Local (Wang) 11.1 ± 5.82 0.78± 0.37 3.69± 2.12 0.63± 0.38
Ours 10.9 ± 5.6 0.77 ± 0.36 3.71± 2.13 0.62± 0.36

κ = 125,
σt = 5cm

Shah 31.2 ± 15.0 1.61± 0.64 21.2± 10.0 1.57± 0.66
Wang 31.2 ± 15.0 1.61± 0.64 21.2± 10.0 1.57± 0.66
Dornaika (Wang) 30.6 ± 14.5 1.49± 0.62 20.4 ± 9.7 1.44 ± 0.63
Horn 29.1 ± 13.6 1.42± 0.60 19.9 ± 9.2 1.36 ± 0.59
Local (Wang) 28.5 ± 13.4 1.45± 0.62 18.5 ± 8.8 1.39 ± 0.62
Ours 28.4± 13.0 1.42± 0.63 18.5 ± 8.7 1.36 ± 0.61

κ = 12,
σt = 1cm

Shah 65.5± 38.3 4.34± 1.95 31.8± 17.2 4.41± 1.98
Wang 65.5± 38.3 4.34± 1.95 31.8± 17.2 4.41± 1.98
Dornaika (Wang) 63.4± 37.3 3.92± 1.87 27.4± 16.2 3.92± 1.90
Horn 45.0± 24.8 3.30± 1.69 25.8± 14.1 3.19± 1.55
Local (Wang) 15.2± 10.0 1.84± 0.84 3.4± 1.8 0.88± 0.59
Ours 15.1± 10.0 1.81± 0.83 3.4± 1.8 0.87± 0.59

κ = 12,
σt = 5cm

Shah 71.9± 44.7 4.74± 2.13 37.8± 19.3 4.63± 2.21
Wang 71.9± 44.7 4.74± 2.13 37.8± 19.3 4.63± 2.21
Dornaika (Wang) 69.9± 43.1 4.33± 2.08 33.9± 17.9 4.13± 2.14
Horn 50.6± 28.4 3.69± 1.72 31.0± 16.2 3.40± 1.72
Local (Wang) 48.3± 27.3 3.18± 1.67 18.7± 9.04 2.72± 1.64
Ours 47.7± 27.0 3.12± 1.67 18.8± 9.02 2.68± 1.65

measurement noise than rotation measurement noise. Finally, all algorithms have roughly the same accuracy
when κ = 125 and σt = 5 cm. In this case, the rotation measurement noise is low, so the two-stage closed-
form solvers are likely to return accurate rotation estimates. Further, the contribution of the rotation error
distributions to the final cost of the optimization problem is small relative to the translation error distributions,
so ignoring the relative distributions of the rotation and translation errors has a small impact on estimation
accuracy.

Table 8.3 contains the mean and standard deviation of the estimated translation (tx,err ,ty,err), rotation
(rx,err ,ry,err), and scale αerr error for the monocular HERW study. Similar to the HERW study, our method
and the local method had the same estimation accuracy. However, our method did not require an initial esti-
mate ofX,Y, or α of the system. Eventhough monocular HERW calibration was a harder problem than HERW
calibration, both monocular HERW solvers returned more accurate estimates than the corresponding HERW
calibration methods. We posit, based on our experiments, that this change of estimation accuracy was due to
constraining the camera trajectory to a single sphere in the HERW calibration study. Collecting data on the sur-
face of two spheres may have resulted in more “identifiable” data, which improved the accuracy of the estimated
parameters (see Grebe [2022] for more insight into this topic).

Many Cameras Observing a Wrist-Mounted Target

In this study, we compared the estimated parameter accuracy of HERW and monocular HERW algorithms for
systems with multiple Xs and one Y. The simulated system consisted of a robotic manipulator with a wrist-
mounted target that was viewed by four fixed cameras. Figure 8.7 shows a diagram of the base-camera andwrist-
target transforms for one camera. Each estimatedXi = Tbci , whereF−→b andF−→ci were the manipulator base and
ith camera reference frames, respectively. The transform from the robot wrist to the target wasY = Tht, where
F−→h and F−→t are the manipulator wrist and target reference frames, respectively. Each trajectory consisted of
108 manipulator positions. While each data collection run had a different trajectory, the trajectory of the target
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Table 8.3: Calibration results for the robot_world_poses_on_sphere_scale dataset. The values in each row are estimated by
a different algorithm. The mean error magnitude and standard deviation are given in each cell. The local method is initialized
with parameters 10◦ and 10 cm from the ground truth values and a scale of 1. Random pose initialization of the local solver
leads to no correct solutions.

Noise Level Method (Init.) tx,err [mm] rx,err [deg] ty,err [mm] ry,err [deg] αerr [%]

κ = 125,
σt = 1cm

Local (close) 4.61± 2.39 0.51± 0.21 3.82± 1.93 0.22± 0.12 1.78e-3± 1.54e-3
Ours 4.71± 2.43 0.513± 0.218 3.82± 1.91 0.250± 0.113 1.76e-3± 1.54e-3

κ = 125,
σt = 5cm

Local (close) 23.0± 11.2 0.94± 0.44 19.1± 11.4 0.85± 0.40 8.45e-3± 7.03e-3
Ours 23.8± 11.3 1.11± 0.53 19.0± 11.4 1.06± 0.52 8.41e-3± 7.02e-3

κ = 12,
σt = 1cm

Local (close) 4.52± 1.97 1.57± 0.59 3.78± 1.89 0.20± 0.10 1.88e-3± 1.37e-3
Ours 4.50± 1.99 1.54± 0.57 3.77± 1.88 0.206± 0.098 1.87e-3± 1.37e-3

κ = 12,
σt = 5cm

Local (close) 23.2± 14.1 1.90± 0.81 20.0± 11.0 1.07± 0.54 9.24e-3± 7.69e-3
Ours 24.4± 14.3 1.99± 0.81 19.6± 11.0 1.25± 0.58 9.16e-3± 7.69e-3
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Figure 8.7: A 2D view of a robot arm with a wrist mounted target that is observed by a stationary camera. In this diagram,
the base, joint 1, wrist, camera j, and target reference frames are labelled F−→b, F−→j1 , F−→h, F−→cj , and F−→t, respectively. The
red arrows indicate the joint rotation axis. At time ti, we use the forward kinematics of the manipulator to estimate the
transformation from the manipulator base to the wrist, Ai. Further, we can measure the transform from the target to
camera j,Bij .

for one run is shown in Figure 8.8. We designed the trajectories such that the target was always visible to every
fixed camera and both the HERW and monocular HERW problems were identifiable.

The results of HERWandmonocularHERWstudies are shown in Tables 8.4 and 8.5. Tables 8.4 and 8.5 contain
the mean and standard deviation of the estimated translation (tx,err ,ty,err), rotation (rx,err ,ry,err) error. The
errors associated with X (i.e., tx,err and rx,err) are the mean and standard deviation of all four estimated X

transforms. Table 8.5 also has the mean and standard deviation of the estimated scale error, αerr . Similar to the
previous studies, our method and the local method returned the most accurate estimated parameters. Despite
the method inWang et al. [2022] projecting the solution onto SO(3), the method inWang et al. [2022] was more
accurate than the method in Horn et al. [2023]. Similar to our previous monocular HERW study, ours and the
local method achieved the same estimated parameter accuracy.

8.4.2 Real World Experiment

Herein, we discuss our data collection system, data preprocessing procedure, and calibration results.
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Table 8.4: Calibration results for the fixed_camera_robot_world dataset. The values in each row are estimated by a different
algorithm. The mean error magnitude and standard deviation are given in each cell. The local solver is initialized with the
results from Wang. Note we have no apriori estimates of tXi . Initializing the local solver with random poses leads to no
correct solutions.

Noise Level Method (Init.) tx,err [mm] rx,err [deg] ty,err [mm] ry,err [deg]

κ = 125,
σt = 1cm

Wang 2.32 ± 1.56 0.469 ± 0.200 2.71 ± 1.37 0.273 ± 0.120
Horn 12.11± 6.49 0.455± 0.191 5.43 ± 2.04 0.165 ± 0.067
Local (Wang) 0.994 ± 0.416 0.454 ± 0.190 0.572 ± 0.296 0.022 ± 0.010
Ours 0.992 ± 0.416 0.454 ± 0.189 0.570 ± 0.294 0.021 ± 0.010

κ = 125,
σt = 5cm

Wang 4.95 ± 2.20 0.470 ± 0.196 3.52 ± 1.57 0.260 ± 0.115
Horn 12.4± 6.4 4.55± 1.91 5.42 ± 2.33 1.76 ± 0.69
Local (Wang) 4.57 ± 1.96 0.460 ± 0.191 2.74 ± 1.34 0.120 ± 0.056
Ours 4.56 ± 1.96 0.459 ± 0.191 2.69 ± 1.32 0.111 ± 0.051

κ = 12,
σt = 1cm

Wang 6.05 ± 4.84 1.54 ± 0.63 7.63 ± 4.04 0.812 ± 0.364
Horn 69± 121 24.6± 94.4 48.5 ± 82.5 13.0 ± 76.8
Local (Wang) 0.933 ± 0.370 1.52 ± 0.64 0.537 ± 0.262 0.021 ± 0.010
Ours 0.933 ± 0.370 1.50 ± 0.62 0.537 ± 0.262 0.021 ± 0.010

κ = 12,
σt = 5cm

Wang 7.85 ± 4.34 1.52 ± 0.70 9.58 ± 4.46 0.868 ± 0.340
Horn 77± 146 26 ± 106 57 ± 110 14.8± 83.9
Local (Wang) 4.57 ± 1.97 1.51± 0.682 2.93± 1.34 0.104 ± 0.047
Ours 4.57 ± 1.97 1.48 ± 0.67 2.92 ± 1.32 0.103 ± 0.046

Table 8.5: Calibration results for the fixed_camera_robot_world_scale dataset. The values in each row are estimated by a
different algorithm. The mean error magnitude and standard deviation are given in each cell. The local method is initialized
with parameters 10◦ and 10 cm from the ground truth values and a scale of 1. Random pose initialization of the local solver
leads to no correct solutions.

Noise Level Method (Init.) tx,err [mm] rx,err [deg] ty,err [mm] ry,err [deg] αerr [%]

κ = 125,
σt = 1cm

Local (close) 1.05± 0.45 0.469± 0.185 0.631 ± 0.249 0.030 ± 0.013 2.71e-4 ± 1.98e-4
Ours 1.05± 0.45 0.468± 0.185 0.597 ± 0.256 0.026 ± 0.012 2.71e-4 ± 1.98e-4

κ = 125,
σt = 5cm

Local (close) 5.25± 2.20 0.457± 0.195 3.15 ± 1.26 0.179 ± 0.079 1.37e-3 ± 1.03e-3
Ours 5.21± 2.18 0.454± 0.194 3.03 ± 1.24 0.159 ± 0.071 1.37e-3 ± 1.03e-3

κ = 12,
σt = 1cm

Local (close) 1.02± 0.44 1.50± 0.62 0.530 ± 0.284 0.021 ± 0.010 2.58e-4 ± 2.02e-4
Ours 1.02± 0.44 1.46± 0.61 0.530 ± 0.284 0.021 ± 0.010 2.57e-4 ± 2.02e-4

κ = 12,
σt = 5cm

Local (close) 5.20± 2.27 1.48± 0.64 3.13 ± 1.56 0.156 ± 0.075 1.18e-3 ± 8.63e-4
Ours 5.18± 2.26 1.44 ± 0.626 3.02± 1.51 0.144 ± 0.069 1.18e-3 ± 8.62e-4

Data Collection and Data Preprocessing

In our real world experiment, we estimate the relative transforms between multiple cameras that are mounted
on a mobile system. Generally, for systems with multiple cameras, we cannot place an AprilTag grid in the

X
Y
Z

Figure 8.8: Motion for HERW simulation experiment. Note that this is for both experiments.
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Figure 8.9: A diagram of the measurements for camera i and target j at time ti. The reference frames for the camera, target,
OptiTrack world, and rig reference frames are F−→cj , F−→tk , F−→w , and F−→r . The OptiTrack rig constellation enables estimation
of the transformAijk . The monocular camera observing the the AprilTag enables estimation of the transformBijk .

environment such that all cameras simultaneously view the grid. Since the method in Rehder et al. [2016a]
relies on this property to extrinsically calibrate the cameras, we must perform multiple data collection runs,
which is a tedious process. However, we can modify this calibration problem to take the form of a HERW
calibration problem and perform one data collection run. If we place OptiTrack markers on the mobile system
andAprilTags in the environment, thenwe enable the HERWcalibration scheme shown in Figure 8.9. Bymoving
the mobile system, we can provide sufficient excitation to make the HERW calibration problem identifiable.

Figures 8.10 and 8.11 show ourmobile system and two images of our experimental environment, respectively.
The sensors on our mobile system consist of eight Point Grey Blackfly S USB cameras, OptiTrack markers, and a
VectorNav vn-100 IMU. We placed a sufficient number of OptiTrack markers on the system to enable estimation
of the relative transform between the OptiTrack reference frame and a reference frame that is fixed to the mobile
system. To validate the camera calibration parameters estimated using HERW calibration, we leveraged the IMU
mounted on the system to determine the ground truth camera transforms using Rehder et al. [2016a]. Eight 15.1
cm and eight 16.2 cm AprilTags, from the tag family tag36h11, were mounted in the experimental environment,
for a total of sixteen AprilTags. To evaluate the accuracy of our estimated AprilTag parameters, we enabled
ground truth measurement of an AprilTag by placing OptiTrack markers on the AprilTag with id code 20.

Figure 8.12 shows the trajectory of the mobile system. In the first half of the data collection run, the system
experienced purely planar motion, which ensured that each target was observed at least once. After the pla-
nar motion, the system rotated about all three axes and translated perpendicular to the plane of motion. This
component of the trajectory ensured sufficient excitation for the HERW calibration problem. Figure 8.13 is a
grid where each row is a camera and each column is a target. If the grid square for a column and row are blue,
then the data collected for that camera-target pair enables an identifiable HERW calibration subproblem. A red
square indicates that the data collected for a camera-target pair did not contain sufficient excitation, while a
white square indicates the camera did not observe the target. From Figure 8.13, each camera had at least one
target that enabled a HERW calibration subproblem. However, the data associated AprilTags 6, 8, and 23 did not
contain sufficient excitation and subsequently cannot be estimated using data from a single camera-target pair.

Our data preprocessing pipeline for this experiment consisted of four steps. First, we rectified the images
using the camera intrinsic parameters that were estimated using Kalibr (see Rehder et al. [2016a]). Second, we
measured the camera to AprilTag transforms using an AprilTag detector. Third, we synchronized the camera
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and OptiTrack measurements by linearly interpolating the OptiTrack system measurements to the camera mea-
surement time stamps. Finally, we used a RANSAC pose averaging scheme to reject gross outliers. In the HERW
case, if eachYk is approximately known, then the HERW geometric constraint at time ti becomes

Xj = Aijk
−1YkBijk, (8.73)

which is a pose averaging model. Consequently, we can use RANSAC in conjunction with the pose averaging
model to determine the Aijk-Bijk pairs that result in a consistent Xj transform. For our RANSAC procedure,
our minimum inlier set size was one third of the number ofAijk-Bijk pairs for camera j and target k. Further,
data from camera-target pairs with only oneAijk-Bijk pair were rejected, because they could not be validated
using this scheme. AnAijk-Bijk pair was an inlier if it was within 0.6 m and 60◦ of the estimatedXj transform.
The inlierAijk-Bijk pairs were then saved for our HERW calibration problem. To extend this outlier rejection
scheme to monocular HERW calibration, we assume that the AprilTag size is known within 10% of the actual
value, which we empirically found to be sufficient for outlier rejection.

Experimental Results

Using the preprocessed data, we achieved the calibration results shown in Table 8.6, where the ground truth
calibration values were determined using Rehder et al. [2016a]. We assumed that our hand-measured AprilTag
sizes were approximately correct, so the local HERW and monocular HERW solvers were initialized with the
parameters estimated using the method in Wang et al. [2022]. Our estimated AprilTag translation was within
12 cm (or 8% of the ground-truth distance) and 6◦ of the OptiTrack measured transform. The estimated camera
calibration parameters were, on average, around 3 cm and 1◦ of the parameters estimated by Kalibr. We did
not expect our algorithm to return the same values as Kalibr because collecting a dedicated calibration dataset
for each camera should result in more accurate calibration parameters. As expected, the method in Wang et al.
[2022] returned the least accurate rotation estimates since the estimated rotations were projected onto SO(3).

Figure 8.10: Image of the real-world data collection rig. The data collection rig consists of eight hardware synchronized
cameras facing a variety of different directions. Further, the data collection rig includes an IMU and opti track markers. The
OptiTrack markers enable us to estimate the rig pose relative to the OptiTrack reference frame.
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Figure 8.11: Images from the real-world experiment. These images are from camera 0 and show a subset of the apriltags
in the environment. The bottom left AprilTag in the image on the right has OptiTrack markers, so we can determine the
ground truth pose of the AprilTag frame relative to the OptiTrack world frame.

Table 8.6: Calibration results for our real world dataset with known scale. The values in each row are estimated by a different
algorithm. The mean error magnitude and standard deviation are given in each cells corresponding to the tcic0c0 and Rc0ci

errors. The error in the estimated transform between AprilTag 20 the OptiTrack reference frame is also provided. The local
method is initialized with the solution from Wang et al. [2022].

Method (Init.) t
cic0
c0

Error [cm] Rc0ci
Error [deg] tt20w

w Error [cm] Rwt20
Error [deg]

Wang et al. [2022] 3.46 ± 1.69 1.38± 0.81 11.7 5.30
Local (Wang) 3.34 ± 2.44 0.88± 0.49 11.4 4.50
Ours 3.20 ± 1.88 0.99± 0.52 11.5 4.73
Local with Scale (Wang) 3.28 ± 2.42 0.86± 0.47 7.92 4.50
Ours with Scale 2.87 ± 1.94 0.99± 0.52 7.94 4.72

Similar to our simulation studies, our method and the local method resulted in estimated parameters with ap-
proximately the same accuracy. Interestingly, estimating the scale of the AprilTags improved the estimated
parameter accuracy. The estimated AprilTag scale was 2.5% smaller than the hand-measured value. From our

Figure 8.12: Trajectory of the rig in the real-world experiment. Initially, the platform rotates about the y-axis follows a
planar motion in the xz-plane. Following the planar motion, the system follows an unconstrained trajectory, which allows
for rotation about the x and z axes.
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Figure 8.13: A grid describing the observability of each connection in the bipartite graph generated by our real-world
experiment. Blue squares indicate that measurements between tag i and camera j are sufficient for an identifiable HERW
problem. Red squares indicate that there is a connection between tag i and tag j, but the measurements are insufficient for
the problem to be identifiable on its own. The data for subproblem i, j is insufficient if the measurements do not capture
rotation about two axes. A white square indicates that there is no connection between tag i and camera j in the real-world
problem.

simulation studies, the estimated scale error is often within 0.01% of ground truth value, so a scale error this
large is unexpected. However, this scaling suggests that the hand measurements of the AprilTags were incor-
rect by approximately 3 mm, which is a reasonable. This correction improved our estimated camera calibration
parameters and AprilTag translations by approximately 0.5 cm and 4 cm, respectively. As a result, even if a user
hand-measures the AprilTag size there may be a benefit in estimating the scale.

8.5 Summary and Future Work

In this chapter, we presented a probabilistic, certifiable solver for the HERW and monocular HERW calibration
problems. We demonstrated that our HERW and monocular HERW calibration problems were MLE problems.
Further, we extended our solvers to handle multiple Xs and Ys. We performed four simulation studies and a
real world experiment. Our simulation studies demonstrated that our method is more robust to measurement
noise than other certifiable methods. Additionally, our method returned similar solutions as an on-manifold
approach without requiring initialization. Our real world experiments showed that the accuracy of our method
is similar to competing approaches.

Potential avenues of future research involvemaking ourmethod robust to outliers, exploring different HERW
formulations, and sparisfying the bipartite graph. To reject outliers in our HERW and monocular HERW algo-
rithms, we required a rough approximation of the solution. We could employ the binary cloning method from
Yang et al. [2021] to fold the outlier rejection component into our optimization problem. As shown in this chap-
ter, there are many potential formulations of the HERW calibration problem and there is no definitive choice
on which set of sensors are X and Y. Our choice of formulation is driven by the assumption that only sensor
b is noisy, but there may be other noise models that remove this assumption. Empirically, there are some cases
where a larger decrease in computation time may be achieved by relying on the chordal sparsity of the problem
(see Garstka et al. [2021]). For our calibration problems, the maximum number of transforms that we estimated
was 24. The potential number of transforms could increase drastically, so future work could extend methods,
such as Doherty et al. [2022], to sparsify the connected bipartite graphs and speed up the optimization time.



Chapter 9

Conclusion

In this thesis, we explored four novel calibration methods. Our two radar calibration algorithms focused on
removing the specialized target requirement by leveraging the ego-velocity estimates to sidestep the cross-
modal data association problem. By eliminating the need for a radar target, we expanded possible calibration
venues and sensor configurations. Our two certifiable calibration algorithms enabled us to guarantee that our
solver returned the optimal calibration parameters for a given dataset. In this chapter, we conclude the thesis
with a summary of our contributions and potential future research directions.

9.1 Summary of Contributions

We contributed four novel algorithms to the field of sensor calibration. Two of the novel algorithms calibrated
sensor pairs in which at least one sensor was a radar. In particular, we developed the first spatiotemporal
calibration algorithm for radar-camera pairs that does not require specialized targets. We demonstrated that
ego-velocity estimates enable estimation of the yaw angle and direction of the translation vector between pairs of
coplanar 2D radar sensors. Further, we determined that the full spatial transform between the coplanar 2D radars
can be recovered when an additional, coarse source of rotational velocity information is available. For both of
these calibration scenarios, we proved the observability or identifiability of the calibration problem and derived
system excitation requirements. The second pair of novel algorithms focused on certifiably optimal calibration.
We extended the certifiably optimal hand-eye calibration method in Giamou et al. [2019] to monocular hand-eye
calibration. Finally, we developed the first certifiably optimal probabilistic HERW calibration method that can
handle HERW calibration problems with many Xs andYs.

9.2 Future Research Directions

Our radar sensor calibration algorithms primarily leveraged the ego-velocity estimates of the radar. Future
research could investigate alternative cost functions that explicitly consider alignment errors (similar to Peršić
et al. [2021b]) and ego-velocity estimates. For systems with multiple radars, we could integrate the unbiased
ego-velocity and biased rotational velocity estimates (i.e., the rotational velocity is scaled) to form a biased
discrete motion model - similar to Forster et al. [2017]. The biased discrete motion model could simplify radar
data association between measurements at different times.

Our certifiable sensor calibration algorithms are sensitive to outliers in the data and require synchronized
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measurements. We could extend our method using the robust problem formulation from Hu et al. [2019]. This
approach could increase the number of estimated transforms, so future work could require graph sparsification
techniques, such as Doherty et al. [2022], to speed up the optimization time. While the challenge of accurate
joint spatiotemporal extrinsic calibration has been explored by Rehder et al. [2016a], Lambert et al. [2016], Marr
and Kelly [2018], and Furrer et al. [2018], a certifiable algorithm has not, to our knowledge, been proposed.

While this thesis does not include machine learning, our optimization problems can serve as differentiable
layers in a neural network, as shown in Agrawal et al. [2019] and Pineda et al. [2022]. Consequently, we can
learn certain challenging components of our algorithms. Peršić et al. [2019] use the constant radar-cross section
of the tetrahedral target to fit a model that has a quadratic dependency on the received EM wave power (i.e.,
they model the radar lobe at various distances). To remove the specialized target requirement in this method,
the algorithm may need to learn the distribution of the radar lobes and the orientation dependency of the radar
cross section for arbitrary objects in the environment by leveraging neural radiance fields, such as Huang et al.
[2024]. Using differentiable convex solvers, works, such as Peretroukhin et al. [2020], estimate rotation matrices
by learning the cost matrix. The cost matrices of our HE and HERW calibration algorithms are similar to the
cost matrix in Peretroukhin et al. [2020], so we could learn them from the raw data.
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Appendix A

On the Nonlinear Observability of
Radar-to-Camera Extrinsic Calibration

In this appendix, we expand the observability analysis from Section 5.4. Following the procedure outlined in
Section 4.2.2, we define the system equations, compute the respective Lie derivatives, and demonstrate that the
nonlinear observability matrix has full column rank. In the analysis here, the pose, velocity, and acceleration
states of the radar-camera system are camera-centric (i.e., taken with respect to the camera and not the radar).
Since the camera-centric states can be used to determine the radar-centric states, this change does not affect the
observability result.

A.1 Nonlinear Observability Analysis

Given the camera frame F−→c, the world frame F−→w , and the radar frame F−→r , the state vector for the observability
analysis is defined as

x =
[
rcww

⊺ qwc
⊺ vcw

w
⊺ ωcw

c
⊺ acww

⊺ αcw
c

⊺ γ rrcc
⊺ qcr

⊺
]
, (A.1)

where r, v, and a denote the translation, linear velocity, and linear acceleration. The vectors ω and α are the
rotational velocity and the rotational acceleration. Finally, γ is the scale factor for the camera translation (for a
monocular camera system). The motion model for the system is

ẋ = f0(x) + f1(x) =



03×1

1
2Ξ(qwc)ω

cw
c

03×1

αcw
c

03×1

03×1

0

03×1

04×1


+



vcw
w

04×1

acww

03×1

03×1

03×1

0

03×1

04×1


. (A.2)
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The measurement model equations for the (scaled) camera translation and rotation are, respectively,

h1 = γ rcww ,

h2 = qwc.
(A.3)

Using the camera-centric model, it is possible to directly measure qwc and determine ωcw
c and αcw

c . Finally, the
radar ego-velocity measurement equation is

h3 = R⊺(qcr)(R
⊺(qwc)v

cw
w + ωcw∧

c rrcc ). (A.4)

The observability analysis requires the zeroth, first, and second order Lie derivatives. The zeroth order Lie
derivatives are

∇L0h1 =
[
γI3 03×16 rcww 03×7

]
,

∇L0h2 =
[
04×3 I4 04×20

]
,

∇L0h3 = [03×3 A R⊺(qcr)N −R⊺(qcr)r
rc∧
c 03×7 R⊺(qcr)ω

cw∧
c B],

(A.5)

where
A = R⊺(qcr)

∂R⊺(qwc)v
cw
w

∂qwc

,

B =
∂R⊺(qcr)(R

⊺(qwc)v
cw
w + ωcw∧

c rrcc )

∂qcr

,

N = R⊺(qwc).

(A.6)

The first order Lie derivatives are

∇L1
f1h1 =

[
03×7 γI3 03×9 vcw

w 03×7

]
,

∇L1
f0h2 = [04×3

1
2Ω(ω

cw
c ) 04×3

1
2Ξ(qwc) 04×14],

∇L1
f0h3 = [03×3 C R⊺(qcr)D E 03×3 F 03×1 R⊺(qcr)α

cw∧
c G],

∇L1
f1h3 = [03×3 H 03×6 R⊺(qcr)N 03×7 L],

(A.7)

where
D =2(2q̇0

wcq
0
wcI3 + q̇v

wcq
v
wc

⊺ + qv
wcq̇

v
wc

⊺ − (q0
wcq̇

v
wc + q̇0

wcq
v
wc)

∧),

G =
∂R⊺(qcr)(

1
2
∂R⊺(qwc)(v

cw
w )

∂qwc
Ω(ωcw

c )qwc − rrc∧c αcw
c )

∂qcr

,

H =R⊺(qcr)
∂R⊺(qwc)a

cw
w

∂qwc

,

L =
∂R⊺(qcr)R

⊺(qwc)a
cw
w

∂qcr

.

(A.8)

We do not explicitly require the non-zero matrices, C, E, and F, in Equation (5.49) because the submatrix
formed from the columns corresponding to the rotation states can be shown to be full rank. The second order
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Lie derivatives are

∇L2
f1h1 =

[
03×13 γI3 03×3 acww 03×7

]
,

∇L2
f0h2 = [04×3 M 04×3 − 1

2qwcω
cw
c

⊺ 04×3
1
2Ξ(qwc) 04×8],

(A.9)

where
M =

1

4
(2Ω(αcw

c )− ωcw
c

⊺ωcw
c I4). (A.10)

Stacking the gradients of the Lie derivatives, we arrive at the nonlinear observability matrix,

O =



∇L0h2

∇L1
f0
h2

∇L2
f0f0

h2

∇L0h1

∇L1
f1
h1

∇L2
f1f1

h1

∇L0h3

∇L1
f0
h3

∇L1
f1
h3


. (A.11)

This matrix is full column rank and hence the system is locally weakly observable. However, we can perform
the first few steps of Gaussian row reduction to assist Mathematica. Starting with our observability matrix

O =



04×3 I4 04×3 04×3 04×3 04×3 04×1 04×3 04×4

04×3
1
2Ω(ω

cw
c ) 04×3

1
2Ξ(qwc) 04×3 04×3 04×1 04×3 04×4

04×3 M 04×3 − 1
2qwcω

cw
c

⊺ 04×3
1
2Ξ(qwc) 04×1 04×3 04×4

γI3 03×4 03×3 03×3 03×3 03×3 rcww 03×3 03×4

03×3 03×4 γI3 03×3 03×3 03×3 vcw
w 03×3 03×4

03×3 03×4 03×3 03×3 γI3 03×3 acww 03×3 03×4

03×3 A R⊺(qcr)N −R⊺(qcr)r
rc∧
c 03×3 03×3 03×1 R⊺(qcr)ω

cw∧
c B

03×3 C R⊺(qcr)D E 03×3 F 03×1 R⊺(qcr)α
cw∧
c G

03×3 H 03×3 03×3 R⊺(qcr)N 03×3 03×1 03×3 L


.

(A.12)
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First, we peform Gaussian row reduction of the rotation submatrix, which results in

O =



04×3 I4 04×3 04×3 04×3 04×3 04×1 04×3 04×4

03×3 03×4 03×3 I3 03×3 03×3 03×1 03×3 03×4

01×3 01×4 01×3 01×3 01×3 01×3 0 01×3 01×4

03×3 03×4 03×3 03×3 03×3 I3 03×1 03×3 03×4

01×3 01×4 01×3 01×3 01×3 01×3 0 01×3 01×4

γI3 03×4 03×3 03×3 03×3 03×3 rcww 03×3 03×4

03×3 03×4 γI3 03×3 03×3 03×3 vcw
w 03×3 03×4

03×3 03×4 03×3 03×3 γI3 03×3 acww 03×3 03×4

03×3 04×4 R⊺(qcr)N 03×3 03×3 03×3 03×1 R⊺(qcr)ω
cw∧
c B

03×3 04×4 R⊺(qcr)D 03×3 03×3 03×3 03×1 R⊺(qcr)α
cw∧
c G

03×3 04×4 03×3 03×3 R⊺(qcr)N 03×3 03×1 03×3 L



. (A.13)

Second, we reduce the unscaled camera tranlsation terms, so

O =



04×3 I4 04×3 04×3 04×3 04×3 04×1 04×3 04×4

03×3 03×4 03×3 I3 03×3 03×3 03×1 03×3 03×4

01×3 01×4 01×3 01×3 01×3 01×3 0 01×3 01×4

03×3 03×4 03×3 03×3 03×3 I3 03×1 03×3 03×4

01×3 01×4 01×3 01×3 01×3 01×3 0 01×3 01×4

I3 03×4 03×3 03×3 03×3 03×3
1
γ r

cw
w 03×3 03×4

03×3 03×4 I3 03×3 03×3 03×3
1
γv

cw
w 03×3 03×4

03×3 03×4 03×3 03×3 I3 03×3
1
γa

cw
w 03×3 03×4

03×3 04×4 03×3 03×3 03×3 03×3 − 1
γR

⊺(qcr)Nvcw
w R⊺(qcr)ω

cw∧
c B

03×3 04×4 03×3 03×3 03×3 03×3 − 1
γR

⊺(qcr)Dvcw
w R⊺(qcr)α

cw∧
c G

03×3 04×4 03×3 03×3 03×3 03×3 − 1
γR

⊺(qcr)Nacww 03×3 L



. (A.14)

All that remains is to prove the rank of the bottom right 9 by 8 submatrix

Osub =

−
1
γR

⊺(qcr)Nvcw
w R⊺(qcr)ω

cw∧
c B

− 1
γR

⊺(qcr)Dvcw
w R⊺(qcr)α

cw∧
c G

− 1
γR

⊺(qcr)Nacww 03×3 L

 , (A.15)

Using Gaussian row reduction from a symbolic linear algebra software shows that this submatrix is full column
rank. Subsequently, the radar-camera extrinsic calibration problem is locally weakly observable. Interestingly,
we can clearly see that the system becomes degenerate if the rotational acceleration is coincident with the
rotational velocity.



Appendix B

A Local Solver for the HERW Problem

In this appendix, we derive a local solver for the HERW and unscaled HERWproblems. For brevity, we derive the
optimization problem for themanyXs andYs case. Given a bipartite graphwith nodes {X1, . . . ,XNi

,Y1, . . . ,YNj
},

let Di,j be the data that forms the connection between Xi and Yj , specifically Di,j = {(Ai,j,k,Bi,j,k) ∀ k =

1, . . . , Ni,j}. The noisy measurement models for a given (Ai,j,k,Bi,j,k) pair are

RBi,j,k
=RYj

⊺RAi,j,k
RXi

exp (n∧
R) , (B.1)

nR ∼N
(
0, σR

2I
)
, (B.2)

tBi,j,k
=RYj

⊺ (RAi,j,k
tXi + tAi,j,k

− tYj

)
+ nt, (B.3)

nR ∼N
(
0, σt

2I
)
. (B.4)

Unlike other rotation measurement models in this thesis, this model leverages a right-perturbation noise frame-
work to ensure that the model is an on-manifold analogue of the convex formulation. The associated error
distributions are

eRi,j,k
= log

(
RXi

⊺RAi,j,k

⊺RYj
RBi,j,k

)∨ ∼ N (0, σR
2I
)
, (B.5)

eti,j,k =RAi,j,k
tXi + tAi,j,k

−RYjtBi,j,k
− tYj ∼ N

(
0, σt

2I
)
. (B.6)

The associated error Jacobians are

∂eRi,j,k

∂ψXi

=−RBi,j,k

⊺RYj

⊺RAi,j,k
, (B.7)

∂eRi,j,k

∂ψYj

=RBi,j,k

⊺RYj

⊺, (B.8)

∂eti,j,k
∂tXi

=RAi,j,k
, (B.9)

∂eti,j,k
∂ψYj

=
(
RYj

tBi,j,k

)∧
, (B.10)

∂eti,j,k
∂tYj

=− I. (B.11)

If the measurement Bi,j,k is from an unscaled pose sensor, then the translation measurement model and
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error distribution are

tBi,j,k
=RYj

⊺ (RAi,j,k
tXi,α + αtAi,j,k

− tYj ,α

)
+ nt, (B.12)

nR ∼N
(
0, σt

2I
)
, (B.13)

eti,j,k,α
=RAi,j,k

tXi,α + αtAi,j,k
−RYj

tBi,j,k
− tYj ,α ∼ N

(
0, σt

2I
)
. (B.14)

The associated error Jacobians are

∂eti,j,k,α

∂tXi,α
=RAi,j,k

, (B.15)

∂eti,j,k,α

∂ψYj

=
(
RYj

tBi,j,k

)∧
, (B.16)

∂eti,j,k,α

∂tYj ,α
=− I, (B.17)

∂eti,j,k,α

∂α
=tAi,j,k

. (B.18)

Consequently, the optimization problem is

Problem 23. Local HERW Optimization Problem

minX1,...,XNi
,Y1,...,YNj

∑Ni

i=1

∑Nj

j=1

∑Ni,j

k=1
1
σ2
R
eRi,j,k

⊺eRi,j,k
+ 1

σ2
t
eti,j,k

⊺eti,j,k .

The optimization problem for the unscaled case is

Problem 24. Local Unscaled HERW Optimization Problem

minX1,...,XNi
,Y1,...,YNj

,α

∑Ni

i=1

∑Nj

j=1

∑Ni,j

k=1
1
σ2
R
eRi,j,k

⊺eRi,j,k
+ 1

σ2
t
eti,j,k,α

⊺eti,j,k,α
.

We solve these two optimization problems using the Ceres solver.
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